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大语言模型评价任务的多样性
与传统NLP任务的评价不同，大语言模型是一个通用模型，并不存在单一的评价标准。
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Figure 1: Our proposed taxonomy of major categories and sub-categories of LLM evaluation.

Our survey expands the scope to synthesize findings from both capability and alignment
evaluations of LLMs. By complementing these previous surveys through an integrated
perspective and expanded scope, our work provides a comprehensive overview of the current
state of LLM evaluation research. The distinctions between our survey and these two related
works further highlight the novel contributions of our study to the literature.

2 Taxonomy and Roadmap

The primary objective of this survey is to meticulously categorize the evaluation of LLMs,
furnishing readers with a well-structured taxonomy framework. Through this framework,
readers can gain a nuanced understanding of LLMs’ performance and the attendant challenges
across diverse and pivotal domains.
Numerous studies posit that the bedrock of LLMs’ capabilities resides in knowledge and
reasoning, serving as the underpinning for their exceptional performance across a myriad of
tasks. Nonetheless, the effective application of these capabilities necessitates a meticulous
examination of alignment concerns to ensure that the model’s outputs remain consistent with
user expectations. Moreover, the vulnerability of LLMs to malicious exploits or inadvertent
misuse underscores the imperative nature of safety considerations. Once alignment and safety
concerns have been addressed, LLMs can be judiciously deployed within specialized domains,
catalyzing task automation and facilitating intelligent decision-making. Thus, our overarching
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大语言模型评价的挑战

▶ 大语言模型的评价面临的挑战主要体现在：
▶ 任务的多样性
▶ 评价的主观性
▶ 评测数据的代表性
▶ 评测数据的时效性
▶ 评测数据泄露和污染
▶ 评测结果的可解释性

2 total: 21
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可靠的开放域对话系统人工评价方法
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Abstract

Evaluation of open-domain dialogue systems
is highly challenging and development of bet-
ter techniques is highlighted time and again as
desperately needed. Despite substantial efforts
to carry out reliable live evaluation of systems
in recent competitions, annotations have been
abandoned and reported as too unreliable to
yield sensible results. This is a serious prob-
lem since automatic metrics are not known to
provide a good indication of what may or may
not be a high-quality conversation. Answering
the distress call of competitions that have em-
phasized the urgent need for better evaluation
techniques in dialogue, we present the success-
ful development of human evaluation that is
highly reliable while still remaining feasible
and low cost. Self-replication experiments re-
veal almost perfectly repeatable results with a
correlation of r = 0.969. Furthermore, due to
the lack of appropriate methods of statistical
significance testing, the likelihood of poten-
tial improvements to systems occurring due to
chance is rarely taken into account in dialogue
evaluation, and the evaluation we propose fa-
cilitates application of standard tests. Since
we have developed a highly reliable evaluation
method, new insights into system performance
can be revealed. We therefore include a com-
parison of state-of-the-art models (i) with and
without personas, to measure the contribution
of personas to conversation quality, as well as
(ii) prescribed versus freely chosen topics. In-
terestingly with respect to personas, results in-
dicate that personas do not positively contribute
to conversation quality as expected.

1 Introduction

Evaluation of open-domain dialogue is particularly
challenging and has been cited in high-profile com-
petitions as a known open problem (Dinan et al.,
2019). Challenges arise primarily from the fact
that in real-world conversations there exists such
a vast number of possible appropriate responses.

Subsequently, dialogue evaluation that relies on
comparison with pre-created reference dialogues
incur substantial false-negative rates as many ap-
propriate responses are unfairly penalized simply
for not corresponding closely with references. In
addition, evaluation faces further challenges with
respect to the ability to fully take into account dia-
logue history.1

In this paper, we present a new method of open-
domain dialogue evaluation based on human as-
sessment of live conversations with models that
avoids the need for pre-created reference dialogues
and ensures full familiarity with dialogue history,
ticking two important boxes in terms of validity.
Although live human evaluation of models has the
advantage of being highly valid, reliability unfortu-
nately cannot be assumed and developing methods
of evaluation for language tasks that achieve high
rater consistency has been challenging, often result-
ing in low levels of agreement between annotators
(Finch and Choi, 2020; Callison-Burch et al., 2011,
2012; Bojar et al., 2013, 2014; Mehri and Eske-
nazi, 2020b). Despite challenges in this respect,
our proposed method provides highly reliable eval-
uation, achieving a correlation of r = 0.969 in self-
replication experiments. Additionally, the evalua-
tion can be carried out cheaply and on a large scale
through strict quality controlled crowd-sourcing, as
well as including score standardization for fairer
ranking of competing models. We make the data
and code publicly available to aid future research.2

2 Problems in Past Evaluations

A common issue occurs that can potentially impact
the validity of results is filtering the set of systems
to be evaluated via automatic metric scores. Since
metric scores are known to be a poor substitute

1The protocol employed in this work was approved by the
DCU Research Ethics Committee.

2https://github.com/TianboJi/
Dialogue-Eval
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▶ 开放域对话系统的评估极具挑战性，迫切需要开发更好的评估技术。尽管在近期的竞赛中，为
了对系统进行可靠的现场评估付出了大量努力，但这种方法还是被放弃了，因为其可靠性太差，
无法得出合理的结果。然后，自动评估指标更不能很好地评估一场对话是否属于高质量对话。

▶ 为此，我们成功开发出了一种现场人工评估方法，它既高度可靠，又切实可行且成本低廉。自
我复制实验显示，结果的可重复性近乎完美，相关系数达到了r=0.0969。

▶ 此外，由于缺乏合适的统计显著性检验方法，在对话评估中，系统性能可能因偶然因素而得到
提升的可能性很少被考虑进去，而我们提出的评估方法可以方便地引入显著性检验。

▶ 更进一步，我们对（i）有角色设定和无角色设定的最先进模型进行了比较，以衡量角色设定对
对话质量的贡献，以及（ii）规定话题和自由选择话题的情况。有趣的是，就角色设定而言，结
果表明角色设定并没有像预期的那样对对话质量起到积极的促进作用。

Ji et al., Achieving Reliable Human Assessment of Open-Domain Dialogue Systems, ACL2022 Proceedings
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可靠的开放域对话系统人工评价方法

www.adaptcentre.ieUser interface – interact with a model www.adaptcentre.ieLikert Statement & Continuous Rating Scale

Likert Statement

● Adjectival scale labels shown to introduce 

bias

● Instead use Likert declarative statement

● Workers are asked to rate agreement with 

statement

Continuous Rating Scale

● Reduce bias by score 

standardization

● Standard significance tests 

to score distributions 

● Accurate quality control of 

crowd-sourced workers

Live Dialogue Evaluation

● Direct Assessment by the 

user

● User chosen topic –

genuinely open domain 

● Switch topic possible
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可靠的开放域对话系统人工评价方法

www.adaptcentre.ieQuality-control Live Dialogue Evaluation

Deploy models that have known distinct performance levels in each Human 

Intelligence Task (HIT)

• 5 (genuine) dialogue models and a quality-control model 

• Quality-control model only returns a degraded random response of which a 

random substring is replaced by another random string

• The model order is shuffled and invisible - blind human evaluation

Given a HIT that has six models, a crowd-sourced worker is asked to take following 

steps:

1. Converse with a model (at least 10 turns)

2. Rate the quality of current conversation.

3. Repeat step 1 and 2 until all six models are rated.

Statistical significance tests are then applied score distributions of workers for the 

ratings they attributed to genuine models, relative to the quality-control model.

⮚ Any worker with p < 0.05 is retained

www.adaptcentre.ieThe computation of system-level scores

After quality control, system-level scores computed

• Scores for negative attributes reversed (i.e., robotic and repetitive)  

100 − the original rating

• Each worker’s mean and standard deviation computed

• Raw scores are then standardized according to worker’s mean and 

standard deviation to remove bias from overly harsh or lenient judges

• Average standardized scores for each criteria are calculated

• The overall score is calculated as the average of all measurement 

criteria.

Ji et al., Achieving Reliable Human Assessment of Open-Domain Dialogue Systems, ACL2022 Proceedings
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可靠的开放域对话系统人工评价方法

www.adaptcentre.ieDialogue models in this experiment

We employ following 5 models from ParlAI that are pre-

trained on the ConvAI2 dataset

• Poly-encoder Transformer

• Bi-encoder Transformer

• Sequence to sequence

• Key-value memory network

• LSTM-based

Each model is with a persona (approximately five textual 

statements), and we additionally include a version of each 

of the above models without any persona, resulting in 10 

models.

• Samuel Humeau, Kurt Shuster, Marie-Anne Lachaux, and Jason Weston. 2019. Poly-encoders: Transformer architectures and pre-training strategies for fast and 

accurate multi-sentence scoring. CoRR, abs/1905.01969.

• Emily Dinan, Stephen Roller, Kurt Shuster, Angela Fan, Michael Auli, and Jason Weston. 2018. Wizard of wikipedia: Knowledge-powered conversational agents. 

CoRR, abs/1811.01241.

• Alexander H. Miller, Adam Fisch, Jesse Dodge, Amir- Hossein Karimi, Antoine Bordes, and Jason Weston. 2016. Key-value memory networks for directly reading 

documents. CoRR, abs/1606.03126.

• Ilya Sutskever, Oriol Vinyals, and Quoc V. Le. 2014. Sequence to sequence learning with neural networks. In Proceedings of the 27th International Conference on 

Neural Information Processing Systems - Volume 2, NIPS’14, page 3104–3112, Cambridge, MA, USA. MIT Press.

www.adaptcentre.ieConclusion

Overcome previous challenges and provide a new human evaluation 

methodology that has the following advantages:

• New method highly consistent with results for models correlating 

at r = 0.969 in two separate data collection runs;

• It has a highly accurate means of quality-control of crowd-sourced 

workers – first dialogue human evaluation to be scalable and 

repeatable while making data and code public

• Irons out differences in scoring strategies via score standardization

• It has applicability of standard significance testing while increasing 

the reliability of results

If you want to use this evaluation, please let us know, we can 

help!
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DecompEval：基于无监督分解式问答的文本生成评估方法
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Abstract

Existing evaluation metrics for natural lan-
guage generation (NLG) tasks face the chal-
lenges on generalization ability and inter-
pretability. Specifically, most of the well-
performed metrics are required to train on eval-
uation datasets of specific NLG tasks and evalu-
ation dimensions, which may cause over-fitting
to task-specific datasets. Furthermore, exist-
ing metrics only provide an evaluation score
for each dimension without revealing the evi-
dence to interpret how this score is obtained.
To deal with these challenges, we propose a
simple yet effective metric called DecompE-
val. This metric formulates NLG evaluation
as an instruction-style question answering task
and utilizes instruction-tuned pre-trained lan-
guage models (PLMs) without training on eval-
uation datasets, aiming to enhance the general-
ization ability. To make the evaluation process
more interpretable, we decompose our devised
instruction-style question about the quality of
generated texts into the subquestions that mea-
sure the quality of each sentence. The subques-
tions with their answers generated by PLMs are
then recomposed as evidence to obtain the eval-
uation result. Experimental results show that
DecompEval achieves state-of-the-art perfor-
mance in untrained metrics for evaluating text
summarization and dialogue generation, which
also exhibits strong dimension-level / task-level
generalization ability and interpretability1.

1 Introduction

Recently, pre-trained language models (PLMs)
such as GPT (Brown et al., 2020), BART (Lewis
et al., 2020), and T5 (Raffel et al., 2020) have
achieved promising performance in natural lan-
guage generation (NLG) tasks, such as text sum-
marization (Zhang et al., 2020a) and dialogue gen-
eration (Zhang et al., 2020c). As the quality of gen-

∗ Corresponding author
1The codes are available at https://github.com/

kepei1106/DecompEval

erated texts gradually approaches that of human-
written texts, there is an increasing demand for
automatic evaluation metrics of generated texts.

However, existing evaluation metrics are still
struggling to measure the quality of generated texts
accurately. Traditional metrics such as BLEU (Pap-
ineni et al., 2002), METEOR (Banerjee and Lavie,
2005), and ROUGE (Lin, 2004) rely on n-gram
overlap between generated texts and reference texts,
which fail to detect the issues in the content of gen-
erated texts (Gehrmann et al., 2022). Recent works
resort to model-based evaluation metrics to com-
pute the similarity between generated texts and
reference texts based on contextual representations
from pre-trained models (Zhao et al., 2019; Zhang
et al., 2020b) or adopt the score of language mod-
eling (Yuan et al., 2021) / masked language mod-
eling (Ke et al., 2022; Colombo et al., 2022) for
evaluation. Other works choose to train evalua-
tion models on the evaluation datasets to fit human
scores (Shen et al., 2017; Sellam et al., 2020) or
distinguish human-written texts from negative sam-
ples (Guan and Huang, 2020; Zhong et al., 2022),
aiming to obtain higher correlations with human
judgments in various evaluation dimensions (such
as coherence and consistency) of specific datasets.

We argue that there are two main challenges in
building an evaluation metric for text generation: 1)
Generalization Ability: Most of the existing met-
rics that have high correlations with human judg-
ments on evaluation datasets are directly trained
on the corresponding datasets (Sellam et al., 2020;
Guan and Huang, 2020; Zhong et al., 2022). This
may result in over-fitting to task-specific data and
harm their generalization ability to other NLG tasks
and dimensions (Ke et al., 2022). 2) Interpretabil-
ity: Although recently proposed evaluation metrics
can measure the quality of generated texts from
multiple dimensions, they only provide an eval-
uation score for each dimension without giving
evidence to interpret how they predict this score

9676

▶ 自然语言生成（NLG）任务现有的评估指标面临着泛化能力和可解释性方面的挑战。具体而言，
大多数表现良好的指标都需要在特定自然语言生成任务和评估维度的评估数据集上进行训练，
这可能会导致对特定任务数据集的过拟合。此外，现有的指标只是针对每个维度给出一个评估
分数，却没有揭示用以解释该分数是如何得出的依据。

▶ 为了应对这些挑战，我们提出了一种简单而有效的指标，名为分解评估（DecompEval）。该指
标将自然语言生成评估设定为一种指令式问答任务，并利用经过指令微调的预训练语言模型
（PLM），且无需在评估数据集上进行训练，旨在提高泛化能力。

▶ 为了使评估过程更具可解释性，我们将所设计的关于生成文本质量的指令式问题分解为衡量每
个句子质量的子问题。然后，将由预训练语言模型生成的带有答案的子问题重新组合起来作为
依据，以获得评估结果。

▶ 实验结果表明，分解评估（DecompEval）在用于评估文本摘要和对话生成的未训练指标方面达
到了最先进的性能，同时还展现出了很强的维度层面 /任务层面的泛化能力和可解释性。

Ke et al., DecompEval: Evaluating Generated Texts as Unsupervised Decomposed Question Answering, ACL2023 Proceedings

5 (1) total: 21



DecompEval：基于无监督分解式问答的文本生成评估方法

Instruction-Style QA Task Formulation Question Decomposition & Subquestion Answering Question Recomposition
for Evaluation

Answer the following yes/no question.

Dialogue History (c):
……
Speaker A: I don't watch them very
often. Apparently there was a showing
of the recent film in a park in D.C.
That's one U.S. city I haven't been to.
Speaker B: Sadly, I haven't been to DC
either, although I've always wanted to
visit there. Apparently there's a lot of
interesting going down this summer.
They're having a crab feast at the
Navy-Marine Corps Stadium. They'll
have 100 gallons of crab soup! Can you
imagine that much soup?
Response (x): Wow that's a lot of soup.
Are you talking about the Fort-Reno
Concert? I heard flasher will perform
there.

Is this a coherent response given the
dialogue history?

Instruction (𝑠)

Evaluation Input 
(𝑐, 𝑥, 𝑟)

[Note: 𝑟 is 
omitted for 
evaluating 
coherence]

Yes/No 
Question (𝑞)

Answer the following … (𝑠)
Dialogue History: … (𝑐)
Response: … (𝑥)
Is this response sentence 1
"Wow that's a lot of soup."
a coherent response given
the dialogue history?

Subquestion 1 
(𝑠𝑞1)

Answer the following … (𝑠)
Dialogue History: … (𝑐)
Response: … (𝑥)
Is this response sentence 1…? (𝑠𝑞1)
Yes (𝑎1)
Is this response sentence 2 "Are
you talking about the Fort-Reno
Concert?" a coherent response
given the dialogue history?

Subquestion 2 
(𝑠𝑞2)

Answer to 
subquestion 1 

(𝑎1)

Input Prompt (𝐼1)

Yes

Input Prompt (𝐼2)

No

Instruction-Tuned PLM

Answer the following … (𝑠)
Dialogue History: … (𝑐)
Response: … (𝑥)

Is this response sentence 1…? (𝑠𝑞1)
Yes (𝑎1)
Is this response sentence 2…? (𝑠𝑞2)
No (𝑎2)
Is this response sentence 3 "I heard
flasher will perform there." a
coherent response given the
dialogue history?

Subquestion 3 
(𝑠𝑞3)

Input Prompt (𝐼3)

Yes

Answer to 
subquestion 2 

(𝑎2)

Answer to 
subquestion 3 

(𝑎3)

Instruction-Tuned PLMInstruction-Tuned PLM

Answer the following … (𝑠)
Dialogue History: … (𝑐)
Response: … (𝑥)

Is this response sentence 1…? (𝑠𝑞1)
Yes (𝑎1)
Is this response sentence 2…? (𝑠𝑞2)
No (𝑎2)
Is this response sentence 3…? (𝑠𝑞3)
Yes (𝑎3)
Is this a coherent response given
the dialogue history?

Instruction-Tuned PLM

Evaluation Score
(for Coherence)

Figure 1: The overview of DecompEval. We take the evaluation of coherence in dialogue generation as an example.
Left: The input of evaluation is formulated as an instruction-style question, which contains an instruction, a tuple of
evaluation inputs, and a yes/no question about the quality of generated responses. Medium: The instruction-style
question is decomposed into subquestions according to sentences. At each step, the instruction-tuned PLM generates
an answer to the current subquestion based on the input prompt. Then, the answer becomes the constituent of the
input prompt at the next step. Right: The instruction-tuned PLM recomposes all the subquestions with their answers
to answer the original question and acquire the evaluation result.

via instructions with multi-task learning, such as
FLAN (Wei et al., 2022; Chung et al., 2022), T0
(Sanh et al., 2022), and InstructGPT (Ouyang et al.,
2022). Other works systematically study instruc-
tion tuning in specific areas such as dialogue sys-
tems (Gupta et al., 2022) and multi-modal learning
(Xu et al., 2022).

In comparison, our work is the first to explore
the potential of instruction-tuned PLMs in the eval-
uation of NLG without further training. We show
that equipped with well-designed input prompts
and suitable question decomposition, instruction-
tuned PLMs can sequentially measure the quality
of each sentence and finally recompose all the sub-
questions with their answers to obtain surprisingly
great evaluation results in an unsupervised fashion.

3 Method

3.1 Task Definition and Model Overview

Given the context c, the model-generated text x,
and the reference text r, our goal is to acquire the
evaluation results from different individual dimen-
sions, respectively. The context contains different
contents in various NLG tasks. Also, the context
and the reference may be omitted, which depend
on the evaluation task and dimension. We assume
that the generated text consists of n sentences, i.e.,
x = (x1, x2, · · · , xn).

As shown in Figure 1, our main idea is to formu-
late NLG evaluation as an instruction-style QA task
and solve this task with instruction-tuned PLMs

via question decomposition. Our proposed method
consists of three steps. First of all, we transform the
input of NLG evaluation into an instruction-style
question which contains an instruction s, the input
of evaluation tasks (c, x, r), and a yes/no question
q for each dimension (§3.2). Then, we decompose
this question into the subquestions {sqt}nt=1, which
evaluate each sentence xt(1 ≤ t ≤ n) in the gen-
erated text x respectively and acquire the answers
{at}nt=1 to these subquestions via the instruction-
tuned PLM Pθ (§3.3). The answer to each subques-
tion is appended to the input prompt of the PLM,
which may help to solve subsequent subquestions
as in-context examples. Finally, we recompose all
the subquestions with their answers as evidence
and make the instruction-tuned PLM answer the
original question, which can be used to compute
the evaluation result (§3.4).

3.2 Instruction-Style QA Task Formulation

To improve the generalization ability of evalua-
tion metrics, we formulate NLG evaluation as an
instruction-style QA task that can be solved by
instruction-tuned PLMs in an unsupervised fashion.
As shown in Figure 1, the instruction-style question
contains three parts:

• Instruction: The design of instructions de-
pends on the data format of instruction-tuned
PLMs. In this paper, we adopt yes/no ques-
tions (Zhong et al., 2022) to measure the
quality of generated texts. Thus, we follow
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Abstract

Large Language Models (LLMs) have suc-
ceeded remarkably in understanding long-
form contents. However, exploring their capa-
bility for generating long-form contents, such
as reports and articles, has been relatively un-
explored and inadequately assessed by existing
benchmarks. The prevalent evaluation methods,
which predominantly rely on crowdsourcing,
are recognized for their labor-intensive nature
and lack of efficiency, whereas automated met-
rics, such as the ROUGE score, demonstrate
discordance with human judgment criteria. In
this paper, we propose PROXYQA, an inno-
vative framework dedicated to assessing long-
text generation. PROXYQA comprises in-depth
human-curated meta-questions spanning vari-
ous domains, each accompanied by specific
proxy-questions with pre-annotated answers.
LLMs are tasked to generate extensive con-
tent in response to these meta-questions, by en-
gaging an evaluator and incorporating the gen-
erated texts as contextual background, PROX-
YQA assesses the generated content’s quality
through the evaluator’s accuracy in address-
ing the proxy-questions. We examine multiple
LLMs, emphasizing PROXYQA’s demanding
nature as a high-quality assessment tool. Hu-
man evaluation demonstrates that the proxy-
question method is notably self-consistent and
aligns closely with human evaluative standards.
The dataset and leaderboard is available at
https://proxy-qa.com.

1 Introduction

Recent Large Language Models (LLMs) have made
significant advancements (Brown et al., 2020; Tou-
vron et al., 2023a,b; OpenAI, 2022a, 2023b). GPU
technology innovations and memory-efficient atten-
tion mechanisms (Dao et al., 2022; Dao, 2023) have
further enabled LLMs to model context sequences

* Corresponding author.
†These authors contributed equally

Meta Question: Please 
introduce some of the highest-
grossing media franchises in 
detail.
 

Proxy Question #n: 
True or False: Star Wars has been 
expanded into various 
films and other media, 
including television series, video 
games, and comic books.
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Figure 1: Prior efforts assess generated content by
matching it with references through human evaluation or
automated metrics. PROXYQA evaluates the knowledge
coverage and informativeness by checking if generated
contents contain sufficient information to answer a set
of proxy questions.

spanning tens of thousands of tokens (Anthropic,
2023; OpenAI, 2023c), paving the way for sophis-
ticated applications such as analyzing complex sci-
entific essays and generating detailed reports. As
long-context LLMs evolve, several benchmarks
have emerged to evaluate their ability to handle
extensive contexts (Shaham et al., 2023; Bai et al.,
2023; An et al., 2023; Zhang et al., 2023). However,
these assessments primarily focus on LLMs’ com-
prehension of lengthy passages, using automated
metrics to measure performance. This leaves a sig-
nificant gap in understanding LLMs’ proficiency
in generating long-form texts, an essential aspect
that requires further investigation.
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▶ 大型语言模型（LLMs）在理解长篇内容方面取得了显著成功。然而，对于探索它们生成诸如报告和文章等
长篇内容的能力，现有基准测试的研究相对较少且评估不足。目前普遍采用的评估方法主要依赖众包，其劳
动强度大且缺乏效率，而像 ROUGE分数这类自动化指标又与人类的评判标准不一致。

▶ 在本文中，我们提出了 PROXYQA这一创新框架，专门用于评估长文本生成。PROXYQA包含了经过人工
精心设计的涉及多个领域的元问题，每个元问题都配有带有预先标注答案的特定代理问题。大型语言模型的
任务是根据这些元问题生成大量内容。然后，将生成的文本作为背景信息，通过引入评估者根据背景信息回
答事先定义的代理问题。PROXYQA根据评估者回答代理问题的准确性来评估所生成内容的质量。

▶ 我们对多个大型语言模型进行了检验，强调了 PROXYQA作为一种高质量评估工具的严苛性。人工评估表
明，代理问题方法具有显著的自洽性，并且与人类的评估标准高度吻合。该数据集和排行榜可
在https://proxy-qa.com获取。
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Abstract

Large Language Models (LLMs) have suc-
ceeded remarkably in understanding long-
form contents. However, exploring their capa-
bility for generating long-form contents, such
as reports and articles, has been relatively un-
explored and inadequately assessed by existing
benchmarks. The prevalent evaluation methods,
which predominantly rely on crowdsourcing,
are recognized for their labor-intensive nature
and lack of efficiency, whereas automated met-
rics, such as the ROUGE score, demonstrate
discordance with human judgment criteria. In
this paper, we propose PROXYQA, an inno-
vative framework dedicated to assessing long-
text generation. PROXYQA comprises in-depth
human-curated meta-questions spanning vari-
ous domains, each accompanied by specific
proxy-questions with pre-annotated answers.
LLMs are tasked to generate extensive con-
tent in response to these meta-questions, by en-
gaging an evaluator and incorporating the gen-
erated texts as contextual background, PROX-
YQA assesses the generated content’s quality
through the evaluator’s accuracy in address-
ing the proxy-questions. We examine multiple
LLMs, emphasizing PROXYQA’s demanding
nature as a high-quality assessment tool. Hu-
man evaluation demonstrates that the proxy-
question method is notably self-consistent and
aligns closely with human evaluative standards.
The dataset and leaderboard is available at
https://proxy-qa.com.

1 Introduction

Recent Large Language Models (LLMs) have made
significant advancements (Brown et al., 2020; Tou-
vron et al., 2023a,b; OpenAI, 2022a, 2023b). GPU
technology innovations and memory-efficient atten-
tion mechanisms (Dao et al., 2022; Dao, 2023) have
further enabled LLMs to model context sequences
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Figure 1: Prior efforts assess generated content by
matching it with references through human evaluation or
automated metrics. PROXYQA evaluates the knowledge
coverage and informativeness by checking if generated
contents contain sufficient information to answer a set
of proxy questions.

spanning tens of thousands of tokens (Anthropic,
2023; OpenAI, 2023c), paving the way for sophis-
ticated applications such as analyzing complex sci-
entific essays and generating detailed reports. As
long-context LLMs evolve, several benchmarks
have emerged to evaluate their ability to handle
extensive contexts (Shaham et al., 2023; Bai et al.,
2023; An et al., 2023; Zhang et al., 2023). However,
these assessments primarily focus on LLMs’ com-
prehension of lengthy passages, using automated
metrics to measure performance. This leaves a sig-
nificant gap in understanding LLMs’ proficiency
in generating long-form texts, an essential aspect
that requires further investigation.
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versions of the LLaMAs series demonstrate a lim-
ited capacity to produce long-form content. How-
ever, notable enhancements are achieved through
instruction-based supervised fine-tuning (SFT), as
the Vicuna-13B and LLaMA2-13B-Chat transcend
most other open-sourced models, evidencing their
superior capability in delivering acceptable con-
tent. However, compared to the proprietary models,
the open-source LLMs far lag behind GPT models.
Even the GPT-3.5-Turbo outperforms the entire
suite of open-source LLMs by a significant margin,
and GPT-4-Turbo maintains a substantial lead. This
underscores the considerable gap that open-source
LLMs must bridge to match the performance of
their proprietary counterparts.

4.3 Results on Different Levels of Difficulty

Well-pretrained LLMs surpass others on all fronts
but struggle with hard questions, while well-
designed retrieval-augmented generation (RAG)
significantly make up the shortcoming. Table 1
illustrates a pronounced decline in performance
among most large language models (LLMs) on the
more challenging subset of questions, which can-
not be well-solved solely with information from
Wikipedia. Notably, even the powerful GPT-4 ex-
hibits a marked decrease in efficacy(6.55 ↓). In
contrast, equipped with the GPT-4 with a search
engine and well-designed searching strategy, New
Bing Creative Mode performs more robustly than
other LLMs, exhibiting a comparatively minor per-
formance loss( 39.95 →38.75). However, RAG is
not a one-size-fits-all solution, as the GPT-4 model
equipped with the ReAct falls short of generating
comprehensive content. This is attributed to the
fact that ReAct repurposes the GPT into a role
more akin to planner and executor, constraining its
capacity as a parametric knowledge base.

4.4 Domain

Proprietary LLMs overwhelmingly outperform
other competitors in all domains. The advantage is
further extended by integrating the search engine.
Figure 3 shows that the GPT-4-Turbo surpasses the
open-sourced LLMs in all aspects. However, it is
worth noting that in some domains, such as mu-
sic and economics, the gap between open-source
models and GPT-4-Turbo is very small, but open-
sourced LLMs are biased and inadequate to cover
all domains. Training LLMs that excel at multiple
domains remains sufficient exploration.
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others
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Figure 3: Performance of LLMs on different domains.
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Figure 4: Performance difference on the experts-
consolidated and single-expert-focused set.

4.5 Impact of Alternate Annotation

Despite the impressive performance, proprietary
LLMs are still unable to cater to the preferences of
every individual. Figure 4 compares the LLMs’
performance on expert-consolidated and single-
expert-focused subsets. As the iterative verification
and supplementation of proxy-questions proceed,
the performance of all models decreases, suggest-
ing that LLMs cannot cater to every individual’s
preferences. Remarkably, New Bing outperforms
all other baselines by a considerable margin, no
matter the sub-split where only a single expert is
involved or on the complete expert-consolidated
set. However, despite the impressive performance,
significant degradation could be observed. This
suggests that the multi-perspective evaluation crite-
ria in PROXYQA pose critical challenges to LLMs.
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Abstract
The rapid evolution of large language models (LLMs) has ushered in the need for comprehensive assessments of
their performance across various dimensions. In this paper, we propose LFED, a Literary Fiction Evaluation Dataset,
which aims to evaluate the capability of LLMs on the long fiction comprehension and reasoning. We collect 95 literary
fictions that are either originally written in Chinese or translated into Chinese, covering a wide range of topics across
several centuries. We define a question taxonomy with 8 question categories to guide the creation of 1,304 questions.
Additionally, we conduct an in-depth analysis to ascertain how specific attributes of literary fictions (e.g., novel types,
character numbers, the year of publication) impact LLM performance in evaluations. Through a series of experiments
with various state-of-the-art LLMs, we demonstrate that these models face considerable challenges in effectively
addressing questions related to literary fictions, with ChatGPT reaching only 57.08% under the zero-shot setting. The
dataset will be publicly available at https://github.com/tjunlp-lab/LFED.git.

Keywords: Evaluation, Large Language Models, Literary Fiction Question Answering

1. Introduction

Numerous datasets have been developed to facili-
tate machine reading comprehension tasks, e.g.,
MCTest (Richardson et al., 2013), MCScript (Oster-
mann et al., 2018), RACE (Lai et al., 2017), CoQA
(Reddy et al., 2019), WYWEB (Zhou et al., 2023),
to name a few. However, as large language models
(LLMs) have made remarkable progress recently,
these passage-based datasets are no longer ca-
pable of evaluating such large models. More chal-
lenging datasets with long documents that go be-
yond the context windows of LLMs (even for the
100K-token context window of Anthropic Claude1),
complicated reasoning (e.g., character relationship
reasoning, counterfactual reasoning), skills of con-
noisseurship, etc., are much desirable for evaluat-
ing highly capable LLMs.

To bridge this gap, we curate LFED, a Literary
Fiction Evaluation Dataset for large language mod-
els. LFED is a comprehensive dataset derived
from a diverse collection of literary fictions that are
either originally written in Chinese or translated
into Chinese. It encompasses 8 distinct question
types, which focus on the core aspects of the fic-
tions, such as content, character relationships, sto-
ryline, writing techniques, and thematic values. In
order to automate and standardize the evaluation of
LLMs on LFED, we construct multiple-choice ques-
tions under each question type, providing carefully-
prepared multiple answer choices for each question.

*Corresponding author
1https://www.anthropic.com/index/100k-context-

windows

The construction of the dataset is via crowdsourc-
ing, with rigorous quality control. Ultimately, we
have curated a total of 1,304 questions derived
from 95 fictions. This dataset can serve as a com-
prehensive and challenging evaluation benchmark
for assessing the fact understanding, logical rea-
soning, contextual comprehension, common-sense
reasoning, and value judgment capabilities of large
language models.

Our main contributions are summarized as fol-
lows.

1. We propose LFED, which, to the best of our
knowledge, is the first Chinese dataset curated
for evaluating LLMs on long literary fictions.

2. We define a question taxonomy according to
the nature of literary fictions, which exhibits
a wide coverage on the skills necessary for
reading and understanding these fictions.

3. We have evaluated a number of LLMs on the
curated dataset under the zero- and few-shot
setting. Evaluation results demonstrate that
long literary fiction comprehension is very chal-
lenging for LLMs, with ChatGPT achieving an
accuracy of 57.08% under the zero-shot set-
ting.

2. Related Work

We review existing machine reading comprehen-
sion (MRC) and question answering (QA) datasets
within the scope and page constraint of this pa-
per, highlighting representative Chinese datasets

▶ 大型语言模型（LLMs）的快速发展使得有必要从多个维度对其性能进行全面评估。在本文中，
我们提出了 LFED，即文学小说评估数据集，旨在评估大型语言模型在长篇小说理解与推理方面
的能力。

▶ 我们收集了 95部原本用中文创作或已翻译成中文的文学小说，这些小说涵盖了几个世纪以来的
诸多主题。我们定义了一个包含 8个问题类别的问题分类法，以指导创建 1304个问题。此外，
我们还进行了深入分析，以确定文学小说的特定属性（如小说类型、人物数量、出版年份等）
在评估中对大型语言模型性能的影响。

▶ 通过使用各种最先进的大型语言模型进行一系列实验，我们证明了这些模型在有效解答与文学
小说相关的问题时面临着相当大的挑战，ChatGPT在零样本设置下的准确率仅为 57.08%。该
数据集将在https://github.com/tjunlp-lab/LFED.git上公开提供。
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Figure 1: The overall pipeline for collecting questions in LFED.

in different categories (Guo et al., 2023). Multiple-
Choice QA Datasets Multiple-choice questions
are a specific question format that provides an-
swer choices for each question. Numerous exist-
ing multiple-choice QA datasets are sourced from
school examinations. For instance, RACE (Lai
et al., 2017) encompasses a vast collection of over
28,000 essays and nearly 100,000 questions, ex-
tracting from both general and specific subjects
covered in Chinese middle and high school En-
glish exams. NCR (Xu et al., 2021), on the other
hand, comprises remarkably long modern and clas-
sical Chinese essays on various topics derived
from high school Chinese language courses. It
is tailored to evaluate the language proficiencies
of native speakers. MCTest (Richardson et al.,
2013) presents single-choice reading comprehen-
sion questions based on fictional stories. Addi-
tionally, recent efforts have been dedicated to cu-
rating datasets in the multiple-choice QA form for
evaluating LLMs from different perspectives (Guo
et al., 2023), such as CBBQ (Huang and Xiong,
2023), covering stereotypes and societal biases
in 14 social dimensions related to Chinese culture
and values, RoleEval (Shen et al., 2023), a bilin-
gual benchmark designed to assess the memoriza-
tion, utilization, and reasoning capabilities of role
knowledge, etc. M3KE (Liu et al., 2023) collects
20,477 questions from 71 tasks, covering all major
levels of the Chinese education system, from pri-
mary school to university, and a wide range of sub-
jects including humanities, history, politics, law, ed-
ucation, psychology, science, technology, art and
religion. LHMKE(Liu et al., 2024) encompasses
10,465 questions across 75 tasks covering 30 sub-
jects, ranging from primary school to professional
certification exams. Notably, LHMKE includes both
objective and subjective questions, offering a more
holistic evaluation of the knowledge level of LLMs.

Extractive MRC Datasets There has been a
significant surge in the development of various
extractive MRC datasets. One prominent exam-
ple is SQuAD (Rajpurkar et al., 2016), which com-
prises questions generated by crowdsourced work-
ers based on a collection of Wikipedia passages.
Each question is designed to elicit an answer that
corresponds to a specific text or span within the

associated reading passage. Another dataset is
BiPaR (Jing et al., 2019), which is a manually anno-
tated bilingual parallel novel machine reading com-
prehension dataset. It facilitates monolingual, mul-
tilingual, and interlingual reading comprehension
tasks specifically focused on novels. CMRC2018
(Cui et al., 2019), on the other hand, is an extrac-
tive dataset designed for Chinese machine reading
comprehension. It contains a substantial collec-
tion of 20,000 real-world questions derived from
Wikipedia sources. Furthermore, CJRC (Duan
et al., 2019) is a dataset specifically created for
Chinese judicial reading comprehension. The doc-
uments in this dataset are sourced from judicial
documents, and the questions are annotated by
legal experts, providing a valuable resource for ex-
ploring legal domain comprehension tasks.

Generative MRC Datasets The most authentic
approach for human question answering involves
generating answers independently, without being
constrained to selecting predetermined options or
extracting fragments from given documents as an-
swers. This format enables the exploration of vari-
ous question types. Notably, MS MARCO (Nguyen
et al., 2016) is designed as a generative dataset
that emphasizes deep learning in the search do-
main. In the case of NarrativeQA (Kociský et al.,
2018), questions and answers are crafted by crowd-
sourcing workers based on book summaries. This
format necessitates models to comprehend the
underlying narrative in order to provide accurate
answers. Additionally, DRCD (Shao et al., 2018)
serves as a standard Chinese machine reading
comprehension dataset. It consists of 10,014 para-
graphs sourced from 2,108 Wikipedia articles, ac-
companied by over 30,000 questions generated by
annotators.

Our LFED is unique in its utilization of long lit-
erary fictions as the data source, deviating from
passage-based QA datasets. Furthermore, LFED
offers a comprehensive assessment of LLMs ca-
pabilities in fact understanding, logical reasoning,
context comprehension, common sense reasoning,
and value judgment across eight distinct question
categories.
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3. Dataset Creation

Figure 1 shows the overall dataset annotation
pipeline. We design a very rigorous annotation
process to ensure the quality of the dataset at each
step, from the source of the dataset to the annota-
tion and review of the dataset. We also design a
question taxonomy to guide annotation.

3.1. Data Source
A wide variety of novels are selected according
their complex narratives, character development,
profound themes, and rich linguistic expressions.
These aspects make novels suitable for evaluat-
ing Large Language Models (LLMs) in various ca-
pacities, including fact understanding and logical
reasoning. Unlike academic articles, which are
structured and precise, or news reports, which are
concise and direct, novels provide a deeper, more
nuanced content that challenges LLMs to under-
stand underlying themes and cultural nuances.

We crawl a list of the top 200 literary novels’ name
according to the recommendations on Douban2, a
Chinse community site with reviews of books and
movies. We only select literary novels according to
the reviews of readers published in Douban. We
do NOT use any electronic versions of these fic-
tions. All our hired crowdsourced workers read
these fictions either with copyright or with bought
hardcopies. Crowdsourced workers creating these
questions give informed consent for the use of their
contributions in LLM evaluation. Subsequently,
each literary fiction in the list is manually checked
to see if it satisfies with specific requirements. Only
those that pass this manual selection are kept. The
specific requirements are as follows:

• Choosing classic novels: Classic novels usu-
ally have literary, historical and cultural values,
which are widely recognized and read.

• Considering the genre of fictions: Such a con-
sideration aims to diversify the selected literary
fictions in terms of genres.

• Scrutinizing Fiction content:The selected novel
should be in line with human values. we elim-
inate novels that do not conform to contem-
porary values in the screening process, even
though no such novels are ultimately selected.
But in doing so, our dataset can prevent pos-
sible bias and ethical problems that current
LLMs attempt to avoid too.

• Taking the popularity and influence of a fiction
into account: The popularity of a fiction would
make it easy for us to find crowdsourced work-
ers to create questions and answers for it.

2https://book.douban.com/

About literary
style?

Li
ter
ary

sty
le

Containing even
ts?

D
o
events fit the plot? Co

nta

ini
ng
ch
ar
ac
te
rs
?

C
ou
nt
er
fa
ct
ua
l

re
as
on
in
g

Containing only one event?
Con

tain
ing

typ
es
of
pe
op
le
?

Analysis of the time period, era background, topics, etc.

Background topic

Do
es

a r
ela
tio
ns
hi
p
ex
is
t?

Charac
teriz

atio
n Ch

ar
ac
ter

rel
ati

on
sh
ip
s

Ch
ar
ac
te
r

re
la
tio
ns
hi
ps

Fiction plot

Role

behavior

Involving the occurrence of events?

E
vent

relation

Figure 2: Decision-tree-style Illustration of the ques-
tion taxonomy. Green arrows denote yes, while red
arrows indicate no.

3.2. Question Taxonomy
We develop a question taxonomy to guide the cre-
ation of questions according to the nature and char-
acteristics of literary fictions. The taxonomy covers
8 question categories, illustrated in Figure 2, which
are character relationships, characterization, liter-
ary style, role behavior, event relations, fiction plot,
background topic, and counterfactual reasoning.
We provide the descriptions and examples of the 8
question categories in Table 1.

The design of the question taxonomy follows a
systematic investigation of characters and events
featured in literary fictions, which aims at the di-
versity and coverage of curated questions in the
dataset.

Though we have clarified the meaning of the
content of each judgment node with the workers
and reviewers involved in annotation and review
process, mistakes still occur in the three types of
questions: role behavior, event relationship and plot
analysis. For example, when we are determining
whether the question is involving the occurrence of
events to classify the question into role behaviour
category or fiction plot category, we are referring to
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For instance, “Regarding the fiction ’Water Mar-
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Q. Category Description Example
Character
relationships

Relationships between two
characters, such as master and
apprentice, lovers, and so on.

Regarding the fiction “The Return of the
Condor Heroes” , who is Yang Guo’s favorite
master?
A. Little Dragon girl B. Huang Rong C. Guo
Jing D. Master Jin Lun

Characterization The emotional transformation
and personality change of a
character in the story.

Regarding the novel “Pride and Prejudice” ,
what are the character traits of Mr. Darcy?
A. He is arrogant B. He is ruthless C. He is
cold D. He is kind

Literary style The literary style , e.g.,
expository, narrative.

Regarding the fiction “White Night Walk” ,
what is the genre of the fiction?
A. Fantasy novel B. Fairy novel C. Mystery
novel D. Historical novel

Role behavior The connections between the
role and his/her behavior,
including the reasons for the
role to do the behavior and so
on.

Regarding the novel “The Kite Runner” , why
did Amir win the championship in a kite
competition in 1975?
A. In order to get the championship prize B.
To stand out in front of friends C. To win
the favor of my father D. To win a bet

Event relation The relations and effects of
events described in a fiction,
e.g., causation, correlation.

Regarding the fiction “Xu Sanguan Selling
Blood” , what relationship does Xu Sanguan
sell blood the second time and Yi Le injure
others?
A. No relationship B. Mutually exclusive
relationship C. Causal relationship D. Time
relationship

Fiction plot The reason and background of
the plot and events in a fiction.

Regarding the novel “Water Margin” , what
was the final result of Liang Shanbo’s heroes
fighting against the imperial court?
A. Defeated and disintegrated B. Give up
the fight and submit to the court. C. Win
and establish a new regime D. Continue to
wander around

Background topic The background, era
background and theme of a
fiction, e.g., the values and
themes conveyed by the novel.

Regarding the fiction “The White Night Walk”
, what message is the novel trying to convey?
A. Positive energy B. Darkness of human
nature C. Eternal goodness D. Money and
depravity

Counterfactual
reasoning

A situation or description that
does not align with a fiction,
such as a false character
relationship or an event that
does not exist in the fiction.

Regarding the fiction “Fortress Besieged” ,
what is the name of Fang Hung-chien and
Tang Hsiu-fu’s child?
A. Fang Hongtu B. Fang Fengyi C. Fang
Feicong D. Characters do not exist

Table 1: Descriptions and examples of the 8 question categories.

gin’, who pulled the weeping willows” , “Regarding
the fiction ’Water Margin’, when did Zhishen pull the
weeping willows?” and “Regarding the fiction ’Wa-
ter Margin’, what did Zhishen do before he pulled
the weeping willows?” The first belongs to charac-
ter behavior, the second is event relation, while the
third belongs to fiction plot. This means that ques-

tions with similar meaning may fall into different
categories when asked in different forms, and this
is something to distinguish between them.
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Abstract

In order to diagnostically analyze and improve the capability of pretrained language
models (PLMs) in text generation, we propose TGEA 2.0, to date the largest dataset
built on machine-authored texts by PLMs with fine-grained semantic annotations
on a wide variety of pathological generation errors. We collect 170K nominal,
phrasal and sentential prompts from 6M natural sentences in 3 domains. These
prompts are fed into 4 generative PLMs with their best decoding strategy to generate
paragraphs. 195,629 sentences are extracted from these generated paragraphs for
manual annotation, where 36K erroneous sentences are detected, 42K erroneous
spans are located and categorized into an error type defined in a two-level error
taxonomy. We define a Minimal Set of Error-related Words (MiSEW) for each
erroneous span, which not only provides error-associated words but also rationalizes
the reasoning behind the error. Quality control with a pre-annotation and feedback
loop is performed before and during the entire annotation process. With the
diagnostically annotated dataset, we propose 5 diagnosis benchmark tasks (i.e.,
erroneous text detection, MiSEW extraction, erroneous span location and correction
together with error type classification) and 2 pathology mitigation benchmark tasks
(pairwise comparison and word prediction). Experiment results on these benchmark
tasks demonstrate that TGEA 2.0 is a challenging dataset that could facilitate further
research on automatic diagnosis and pathology mitigation over machine texts. The
dataset is publicly available at https://github.com/tjunlp-lab/TGEA/.

1 Introduction

Pretrained language models [30, 37, 33, 33, 5], which learn general knowledge from enormous
amounts of data, achieve impressive results in text generation [1, 33, 14]. Given a textual prompt (e.g.,
a word, phrase or an utterance, instruction), generative PLMs are capable of producing subsequent
texts that either cohere with the prompt or complete the task indicated in the prompt. Despite the
substantial success on this aspect, a variety of issues have been found in PLM-authored texts, with
respect to privacy [3], toxicity [24], quality, etc. The key interest in this paper is the quality (e.g.,
grammatical correctness, semantic coherence) of machine texts generated by PLMs.

A series of datasets and benchmarks have been curated for human-written texts [22, 23, 2, 21, 9]. In
contrast, resources related to PLM-authored texts are quite limited although plenty of holistic/task-
specific manual/automatic evaluations have been done in text generation [4]. To the best of our
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▶ 为了对预训练语言模型（PLMs）在文本生成方面的能力进行诊断性分析并加以改进，我们提出了 TGEA
2.0，它是迄今为止基于预训练语言模型生成的机器文本构建的最大数据集，对各种各样的病理性生成错误
都带有精细的语义标注。

▶ 我们从 3个领域的 600万条自然语句中收集了 17万个名词性、短语性和句子性提示。将这些提示输入到 4
个生成式预训练语言模型中，并采用它们的最佳解码策略来生成段落。从这些生成的段落中提取出 195,629
个句子进行人工标注，其中检测出 36,000个错误句子，定位出 42,000个错误片段，并将其归入一个两级
错误分类体系所定义的错误类型中。我们为每个错误片段定义了一个最小错误相关词集（MiSEW），它不仅
能提供与错误相关的词汇，还能阐明错误背后的推理依据。

▶ 在整个标注过程之前和期间，都要通过预标注和反馈回路来进行质量控制。利用带有诊断性标注的数据集，
我们提出了 5项诊断基准任务（即错误文本检测、MiSEW提取、错误片段定位与纠正以及错误类型分类）
和 2项病理缓解基准任务（成对比较和单词预测）。这些基准任务的实验结果表明，TGEA 2.0是一个具有
挑战性的数据集，它有助于进一步开展针对机器文本的自动诊断和病理缓解方面的研究。该数据集可
在https://github.com/tjunlp-lab/TGEA/公开获取。

Ge et al., TGEA 2.0: A Large-Scale Diagnostically Annotated Dataset with Benchmark Tasks for Text Generation of Pretrained Language Models, NeurIPS2022
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Level-1 Error Type Level-2 Error Type Example

Inappropriate
Combination

Subject-Predicate 目前,该市的
:::
小说 [话剧]《我是党员、我的团员》、《我是小老头》、《小小老师》、《小

小一个农家娃》正在上演。
At present, the city’s

:::
novels [drama] I am a Party member and This is My League Member, Little Old

Man Like Me, Little Teacher, A Little Farm Boy are on stage.

Predicate-Object 由我主持，我要带大家去感受一下大赛主题设置的
:::
感受 [氛围]。

As a host, I will take you to experience the
::
feel [atmosphere] shown from the theme of the competi-

tion.

Subject-Object 女足的
::
队员 [任务]就是一个球，能够把球踢好，就是她们最大的资本。

The
::::
players [task] of women’s football team is a ball, and playing the ball well is their biggest

capitals.

Modifier 另一方面，煤炭企业面临着煤矿安全的
:::
矛盾 [问题]。

On the other hand, coal enterprises are facing the
::::::
contradiction [problem] of coal mine safety.

Function Word 因此，我
:
对 [因为]自身的过错作出了自己应当承担的责任。

Therefore,
:
to [because of] my own fault, I took my own responsibility.

Misssing

Subject 当他回到车间时，
:
[车间]已经有了明显的变化。

When he returned to the workshop,
:

[the place] had been a marked change

Predicate 这时候我们一开始就有机会扳平比分，但是我们没有
:
[抓住]机会。

We had a chance to equalise at the beginning, but we didn’t
:

[caught] chance.

Object 一、坚持解放思想,转变观念,推进社会主义物质文明和精神
:
[文明]。

1. Persisting in emancipating the mind, changing ideas and promoting socialist material civilization
and spiritual

:
[civilization].

Modifier 在国内成立水牛研究中心，有利于增强
:

[水牛对]自然条件和人工环境的适应能力。
The establishment of Buffalo Research Center in China is conducive to enhance the adaptability [of
buffalo] to natural conditions and artificial environment.

Function Word 他的儿子
:

[在]上一届奥运会夺得冠军，并且获得当年世界锦标杯赛金牌。
His son won champion

:
[in] the last Olympic Games and won the gold medal in the World Champi-

onship Cup that year.

Redundancy

Subject 但一些外资银行
::::::::::
，尤其是外资银行[]，对我国民营经济的发展还有不少误解或偏见。

However, some foreign banks
:
,
:::::
especially

:::
foreign

:::
banks[], still have many misunderstandings or prej-

udices about the development of China’s private economy.

Predicate 这也是所有
::
关心[]关心孩子成长的人的共同心声。

This is also the common voice of all those who
::
care

:::
about[] care about children’s growth

Object 同时，学校也开展丰富多彩、有益于学生的社会实践活动
::::::
、社会实践[]，丰富他们的课余生

活。
At the same time, the school also carries out colorful and beneficial social practice activities,

:::
social

::::
practice[] to enrich their after-school life.

Modifier 它们的皮毛很有光泽,可以用肉眼
:::
很难[]看出来。

Their fur is so shiny that we can see with naked eyes
:::

hardly[].

Function Word 他是被迫进入位于市中心的一个警察局的，
::
随后[]他被带到警察局，并遭到了手铐和警犬的

威吓。
He was forced into a police station in the center of the city,

::
then[] he was taken to the police station,

where he was intimidated by handcuffs and police dogs.
Discourse

Error Coreference 在婚姻变得更为不好的时候，对她来说这是痛苦的。但是当
::
她[它]发生变化时，她必须做出

调整。
It was painful for her when the marriage got worse. But when

::
she [it] changed, she had to adjust.

Commonsense
Error

Space 他说,中美两国是
::
近邻 [朋友],关系很好,中美合作富有创造性。

He said that China and the United States are close
::::

neighbors [friends] with good relations and creative
cooperation.

Time ::
国庆 [元旦]假期期间，各大汽车经销商将会以怎么样的姿态迎接新的一年？
During the

:::::
National

::
Day [New Year’s Day] holiday, how will major auto dealers greet the new year?

Number 而在4月份，中国石化、招商银行、万科、上海汽车、g长安和g天威成为了最活跃的
:
5 [6]只

股票。
In April, Sinopec, China Merchants Bank, Vanke, SAIC, G Changan and G Tianwei became the most
active

:
5 [6] stocks.

Motivation 近日，李老的胃疼难忍，为治疗病情已连续
::
工作 [休息]两天了，而且病情非常严重，他一躺

就是几天。
Recently, Lao Li’s stomach ache is unbearable. He has been

::::
working [resting] for two consecutive

days to treat his illness, and his illness is very serious. He has been lying down for several days.

Emotional Reactions 对于学校为了保障广大师生员工的安全，采取这些措施，我们深感
::
遗憾[欣慰]。

We are very
::
sorry [pleased] that the school has taken these measures to ensure the safety of students,

teachers, and other staff.

Causation 据悉，由于身价
:::
低廉[高昂]，子淇在国内是很少有人请得到的大牌艺人之一。

It is reported that Ziqi is one of the few famous artists that are difficult to invite in China because of
his

:
low [high] value.

Taxonomy :
酱 [花生]油是植物油中的一种，食用后可以对皮肤有非常好的润泽效果。

::
Soy

:::
sauce [Peanut Oil] is a kind of vegetable oil, which has a very good moisturizing effect on the

skin after eating.

Behaviors 一位中国官员表示：我们将在近期和俄罗斯
::::
、中国 [法国]等国合作进一步推广这一系列行

动，以此来缓解人们对恐怖主义威胁的忧虑。
In the near future, we will work with Russia,

:::
China [France] and other countries to further promote

this series of actions to ease people’s concerns about the threat of terrorism, a Chinese official said.

Table 7: Examples of level-2 error types in TGEA.
:::::::::::
Underwaved

:::::
words are erroneous words while underlined

words are associated words. Words in ”[]” are corrections to erroneous words.
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Level-1 Error Type Level-2 Error Type Example

Inappropriate
Combination

Subject-Predicate 目前,该市的
:::
小说 [话剧]《我是党员、我的团员》、《我是小老头》、《小小老师》、《小

小一个农家娃》正在上演。
At present, the city’s

:::
novels [drama] I am a Party member and This is My League Member, Little Old

Man Like Me, Little Teacher, A Little Farm Boy are on stage.

Predicate-Object 由我主持，我要带大家去感受一下大赛主题设置的
:::
感受 [氛围]。

As a host, I will take you to experience the
::
feel [atmosphere] shown from the theme of the competi-

tion.

Subject-Object 女足的
::
队员 [任务]就是一个球，能够把球踢好，就是她们最大的资本。

The
::::
players [task] of women’s football team is a ball, and playing the ball well is their biggest

capitals.

Modifier 另一方面，煤炭企业面临着煤矿安全的
:::
矛盾 [问题]。

On the other hand, coal enterprises are facing the
::::::
contradiction [problem] of coal mine safety.

Function Word 因此，我
:
对 [因为]自身的过错作出了自己应当承担的责任。

Therefore,
:
to [because of] my own fault, I took my own responsibility.

Misssing

Subject 当他回到车间时，
:
[车间]已经有了明显的变化。

When he returned to the workshop,
:

[the place] had been a marked change

Predicate 这时候我们一开始就有机会扳平比分，但是我们没有
:
[抓住]机会。

We had a chance to equalise at the beginning, but we didn’t
:

[caught] chance.

Object 一、坚持解放思想,转变观念,推进社会主义物质文明和精神
:
[文明]。

1. Persisting in emancipating the mind, changing ideas and promoting socialist material civilization
and spiritual

:
[civilization].

Modifier 在国内成立水牛研究中心，有利于增强
:

[水牛对]自然条件和人工环境的适应能力。
The establishment of Buffalo Research Center in China is conducive to enhance the adaptability [of
buffalo] to natural conditions and artificial environment.

Function Word 他的儿子
:

[在]上一届奥运会夺得冠军，并且获得当年世界锦标杯赛金牌。
His son won champion

:
[in] the last Olympic Games and won the gold medal in the World Champi-

onship Cup that year.

Redundancy

Subject 但一些外资银行
::::::::::
，尤其是外资银行[]，对我国民营经济的发展还有不少误解或偏见。

However, some foreign banks
:
,
:::::
especially

:::
foreign

:::
banks[], still have many misunderstandings or prej-

udices about the development of China’s private economy.

Predicate 这也是所有
::
关心[]关心孩子成长的人的共同心声。

This is also the common voice of all those who
::
care

:::
about[] care about children’s growth

Object 同时，学校也开展丰富多彩、有益于学生的社会实践活动
::::::
、社会实践[]，丰富他们的课余生

活。
At the same time, the school also carries out colorful and beneficial social practice activities,

:::
social

::::
practice[] to enrich their after-school life.

Modifier 它们的皮毛很有光泽,可以用肉眼
:::
很难[]看出来。

Their fur is so shiny that we can see with naked eyes
:::

hardly[].

Function Word 他是被迫进入位于市中心的一个警察局的，
::
随后[]他被带到警察局，并遭到了手铐和警犬的

威吓。
He was forced into a police station in the center of the city,

::
then[] he was taken to the police station,

where he was intimidated by handcuffs and police dogs.
Discourse

Error Coreference 在婚姻变得更为不好的时候，对她来说这是痛苦的。但是当
::
她[它]发生变化时，她必须做出

调整。
It was painful for her when the marriage got worse. But when

::
she [it] changed, she had to adjust.

Commonsense
Error

Space 他说,中美两国是
::
近邻 [朋友],关系很好,中美合作富有创造性。

He said that China and the United States are close
::::

neighbors [friends] with good relations and creative
cooperation.

Time ::
国庆 [元旦]假期期间，各大汽车经销商将会以怎么样的姿态迎接新的一年？
During the

:::::
National

::
Day [New Year’s Day] holiday, how will major auto dealers greet the new year?

Number 而在4月份，中国石化、招商银行、万科、上海汽车、g长安和g天威成为了最活跃的
:
5 [6]只

股票。
In April, Sinopec, China Merchants Bank, Vanke, SAIC, G Changan and G Tianwei became the most
active

:
5 [6] stocks.

Motivation 近日，李老的胃疼难忍，为治疗病情已连续
::
工作 [休息]两天了，而且病情非常严重，他一躺

就是几天。
Recently, Lao Li’s stomach ache is unbearable. He has been

::::
working [resting] for two consecutive

days to treat his illness, and his illness is very serious. He has been lying down for several days.

Emotional Reactions 对于学校为了保障广大师生员工的安全，采取这些措施，我们深感
::
遗憾[欣慰]。

We are very
::
sorry [pleased] that the school has taken these measures to ensure the safety of students,

teachers, and other staff.

Causation 据悉，由于身价
:::
低廉[高昂]，子淇在国内是很少有人请得到的大牌艺人之一。

It is reported that Ziqi is one of the few famous artists that are difficult to invite in China because of
his

:
low [high] value.

Taxonomy :
酱 [花生]油是植物油中的一种，食用后可以对皮肤有非常好的润泽效果。

::
Soy

:::
sauce [Peanut Oil] is a kind of vegetable oil, which has a very good moisturizing effect on the

skin after eating.

Behaviors 一位中国官员表示：我们将在近期和俄罗斯
::::
、中国 [法国]等国合作进一步推广这一系列行

动，以此来缓解人们对恐怖主义威胁的忧虑。
In the near future, we will work with Russia,

:::
China [France] and other countries to further promote

this series of actions to ease people’s concerns about the threat of terrorism, a Chinese official said.

Table 7: Examples of level-2 error types in TGEA.
:::::::::::
Underwaved

:::::
words are erroneous words while underlined

words are associated words. Words in ”[]” are corrections to erroneous words.
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[抓住]机会。
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:
[文明]。
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[水牛对]自然条件和人工环境的适应能力。
The establishment of Buffalo Research Center in China is conducive to enhance the adaptability [of
buffalo] to natural conditions and artificial environment.

Function Word 他的儿子
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[在]上一届奥运会夺得冠军，并且获得当年世界锦标杯赛金牌。
His son won champion

:
[in] the last Olympic Games and won the gold medal in the World Champi-

onship Cup that year.

Redundancy

Subject 但一些外资银行
::::::::::
，尤其是外资银行[]，对我国民营经济的发展还有不少误解或偏见。

However, some foreign banks
:
,
:::::
especially

:::
foreign

:::
banks[], still have many misunderstandings or prej-

udices about the development of China’s private economy.

Predicate 这也是所有
::
关心[]关心孩子成长的人的共同心声。

This is also the common voice of all those who
::
care

:::
about[] care about children’s growth

Object 同时，学校也开展丰富多彩、有益于学生的社会实践活动
::::::
、社会实践[]，丰富他们的课余生

活。
At the same time, the school also carries out colorful and beneficial social practice activities,

:::
social

::::
practice[] to enrich their after-school life.

Modifier 它们的皮毛很有光泽,可以用肉眼
:::
很难[]看出来。

Their fur is so shiny that we can see with naked eyes
:::

hardly[].

Function Word 他是被迫进入位于市中心的一个警察局的，
::
随后[]他被带到警察局，并遭到了手铐和警犬的

威吓。
He was forced into a police station in the center of the city,

::
then[] he was taken to the police station,

where he was intimidated by handcuffs and police dogs.
Discourse

Error Coreference 在婚姻变得更为不好的时候，对她来说这是痛苦的。但是当
::
她[它]发生变化时，她必须做出

调整。
It was painful for her when the marriage got worse. But when

::
she [it] changed, she had to adjust.

Commonsense
Error

Space 他说,中美两国是
::
近邻 [朋友],关系很好,中美合作富有创造性。

He said that China and the United States are close
::::

neighbors [friends] with good relations and creative
cooperation.

Time ::
国庆 [元旦]假期期间，各大汽车经销商将会以怎么样的姿态迎接新的一年？
During the

:::::
National

::
Day [New Year’s Day] holiday, how will major auto dealers greet the new year?

Number 而在4月份，中国石化、招商银行、万科、上海汽车、g长安和g天威成为了最活跃的
:
5 [6]只

股票。
In April, Sinopec, China Merchants Bank, Vanke, SAIC, G Changan and G Tianwei became the most
active

:
5 [6] stocks.

Motivation 近日，李老的胃疼难忍，为治疗病情已连续
::
工作 [休息]两天了，而且病情非常严重，他一躺

就是几天。
Recently, Lao Li’s stomach ache is unbearable. He has been

::::
working [resting] for two consecutive

days to treat his illness, and his illness is very serious. He has been lying down for several days.

Emotional Reactions 对于学校为了保障广大师生员工的安全，采取这些措施，我们深感
::
遗憾[欣慰]。

We are very
::
sorry [pleased] that the school has taken these measures to ensure the safety of students,

teachers, and other staff.

Causation 据悉，由于身价
:::
低廉[高昂]，子淇在国内是很少有人请得到的大牌艺人之一。

It is reported that Ziqi is one of the few famous artists that are difficult to invite in China because of
his

:
low [high] value.

Taxonomy :
酱 [花生]油是植物油中的一种，食用后可以对皮肤有非常好的润泽效果。

::
Soy

:::
sauce [Peanut Oil] is a kind of vegetable oil, which has a very good moisturizing effect on the

skin after eating.

Behaviors 一位中国官员表示：我们将在近期和俄罗斯
::::
、中国 [法国]等国合作进一步推广这一系列行

动，以此来缓解人们对恐怖主义威胁的忧虑。
In the near future, we will work with Russia,

:::
China [France] and other countries to further promote

this series of actions to ease people’s concerns about the threat of terrorism, a Chinese official said.
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At the same time, the school also carries out colorful and beneficial social practice activities,

:::
social

::::
practice[] to enrich their after-school life.

Modifier 它们的皮毛很有光泽,可以用肉眼
:::
很难[]看出来。

Their fur is so shiny that we can see with naked eyes
:::

hardly[].

Function Word 他是被迫进入位于市中心的一个警察局的，
::
随后[]他被带到警察局，并遭到了手铐和警犬的

威吓。
He was forced into a police station in the center of the city,

::
then[] he was taken to the police station,

where he was intimidated by handcuffs and police dogs.
Discourse

Error Coreference 在婚姻变得更为不好的时候，对她来说这是痛苦的。但是当
::
她[它]发生变化时，她必须做出

调整。
It was painful for her when the marriage got worse. But when

::
she [it] changed, she had to adjust.

Commonsense
Error

Space 他说,中美两国是
::
近邻 [朋友],关系很好,中美合作富有创造性。

He said that China and the United States are close
::::

neighbors [friends] with good relations and creative
cooperation.

Time ::
国庆 [元旦]假期期间，各大汽车经销商将会以怎么样的姿态迎接新的一年？
During the

:::::
National

::
Day [New Year’s Day] holiday, how will major auto dealers greet the new year?

Number 而在4月份，中国石化、招商银行、万科、上海汽车、g长安和g天威成为了最活跃的
:
5 [6]只

股票。
In April, Sinopec, China Merchants Bank, Vanke, SAIC, G Changan and G Tianwei became the most
active

:
5 [6] stocks.

Motivation 近日，李老的胃疼难忍，为治疗病情已连续
::
工作 [休息]两天了，而且病情非常严重，他一躺

就是几天。
Recently, Lao Li’s stomach ache is unbearable. He has been

::::
working [resting] for two consecutive

days to treat his illness, and his illness is very serious. He has been lying down for several days.

Emotional Reactions 对于学校为了保障广大师生员工的安全，采取这些措施，我们深感
::
遗憾[欣慰]。

We are very
::
sorry [pleased] that the school has taken these measures to ensure the safety of students,

teachers, and other staff.

Causation 据悉，由于身价
:::
低廉[高昂]，子淇在国内是很少有人请得到的大牌艺人之一。

It is reported that Ziqi is one of the few famous artists that are difficult to invite in China because of
his

:
low [high] value.

Taxonomy :
酱 [花生]油是植物油中的一种，食用后可以对皮肤有非常好的润泽效果。

::
Soy

:::
sauce [Peanut Oil] is a kind of vegetable oil, which has a very good moisturizing effect on the

skin after eating.

Behaviors 一位中国官员表示：我们将在近期和俄罗斯
::::
、中国 [法国]等国合作进一步推广这一系列行

动，以此来缓解人们对恐怖主义威胁的忧虑。
In the near future, we will work with Russia,

:::
China [France] and other countries to further promote

this series of actions to ease people’s concerns about the threat of terrorism, a Chinese official said.

Table 7: Examples of level-2 error types in TGEA.
:::::::::::
Underwaved

:::::
words are erroneous words while underlined

words are associated words. Words in ”[]” are corrections to erroneous words.

11 (2) total: 21
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Level-1 Error Type Level-2 Error Type Example

Inappropriate
Combination

Subject-Predicate 目前,该市的
:::
小说 [话剧]《我是党员、我的团员》、《我是小老头》、《小小老师》、《小

小一个农家娃》正在上演。
At present, the city’s

:::
novels [drama] I am a Party member and This is My League Member, Little Old

Man Like Me, Little Teacher, A Little Farm Boy are on stage.

Predicate-Object 由我主持，我要带大家去感受一下大赛主题设置的
:::
感受 [氛围]。

As a host, I will take you to experience the
::
feel [atmosphere] shown from the theme of the competi-

tion.

Subject-Object 女足的
::
队员 [任务]就是一个球，能够把球踢好，就是她们最大的资本。

The
::::
players [task] of women’s football team is a ball, and playing the ball well is their biggest

capitals.

Modifier 另一方面，煤炭企业面临着煤矿安全的
:::
矛盾 [问题]。

On the other hand, coal enterprises are facing the
::::::
contradiction [problem] of coal mine safety.

Function Word 因此，我
:
对 [因为]自身的过错作出了自己应当承担的责任。

Therefore,
:
to [because of] my own fault, I took my own responsibility.

Misssing

Subject 当他回到车间时，
:
[车间]已经有了明显的变化。

When he returned to the workshop,
:

[the place] had been a marked change

Predicate 这时候我们一开始就有机会扳平比分，但是我们没有
:
[抓住]机会。

We had a chance to equalise at the beginning, but we didn’t
:

[caught] chance.

Object 一、坚持解放思想,转变观念,推进社会主义物质文明和精神
:
[文明]。

1. Persisting in emancipating the mind, changing ideas and promoting socialist material civilization
and spiritual

:
[civilization].

Modifier 在国内成立水牛研究中心，有利于增强
:

[水牛对]自然条件和人工环境的适应能力。
The establishment of Buffalo Research Center in China is conducive to enhance the adaptability [of
buffalo] to natural conditions and artificial environment.

Function Word 他的儿子
:

[在]上一届奥运会夺得冠军，并且获得当年世界锦标杯赛金牌。
His son won champion

:
[in] the last Olympic Games and won the gold medal in the World Champi-

onship Cup that year.

Redundancy

Subject 但一些外资银行
::::::::::
，尤其是外资银行[]，对我国民营经济的发展还有不少误解或偏见。

However, some foreign banks
:
,
:::::
especially

:::
foreign

:::
banks[], still have many misunderstandings or prej-

udices about the development of China’s private economy.

Predicate 这也是所有
::
关心[]关心孩子成长的人的共同心声。

This is also the common voice of all those who
::
care

:::
about[] care about children’s growth

Object 同时，学校也开展丰富多彩、有益于学生的社会实践活动
::::::
、社会实践[]，丰富他们的课余生

活。
At the same time, the school also carries out colorful and beneficial social practice activities,

:::
social

::::
practice[] to enrich their after-school life.

Modifier 它们的皮毛很有光泽,可以用肉眼
:::
很难[]看出来。

Their fur is so shiny that we can see with naked eyes
:::

hardly[].

Function Word 他是被迫进入位于市中心的一个警察局的，
::
随后[]他被带到警察局，并遭到了手铐和警犬的

威吓。
He was forced into a police station in the center of the city,

::
then[] he was taken to the police station,

where he was intimidated by handcuffs and police dogs.
Discourse

Error Coreference 在婚姻变得更为不好的时候，对她来说这是痛苦的。但是当
::
她[它]发生变化时，她必须做出

调整。
It was painful for her when the marriage got worse. But when

::
she [it] changed, she had to adjust.

Commonsense
Error

Space 他说,中美两国是
::
近邻 [朋友],关系很好,中美合作富有创造性。

He said that China and the United States are close
::::

neighbors [friends] with good relations and creative
cooperation.

Time ::
国庆 [元旦]假期期间，各大汽车经销商将会以怎么样的姿态迎接新的一年？
During the

:::::
National

::
Day [New Year’s Day] holiday, how will major auto dealers greet the new year?

Number 而在4月份，中国石化、招商银行、万科、上海汽车、g长安和g天威成为了最活跃的
:
5 [6]只

股票。
In April, Sinopec, China Merchants Bank, Vanke, SAIC, G Changan and G Tianwei became the most
active

:
5 [6] stocks.

Motivation 近日，李老的胃疼难忍，为治疗病情已连续
::
工作 [休息]两天了，而且病情非常严重，他一躺

就是几天。
Recently, Lao Li’s stomach ache is unbearable. He has been

::::
working [resting] for two consecutive

days to treat his illness, and his illness is very serious. He has been lying down for several days.

Emotional Reactions 对于学校为了保障广大师生员工的安全，采取这些措施，我们深感
::
遗憾[欣慰]。

We are very
::
sorry [pleased] that the school has taken these measures to ensure the safety of students,

teachers, and other staff.

Causation 据悉，由于身价
:::
低廉[高昂]，子淇在国内是很少有人请得到的大牌艺人之一。

It is reported that Ziqi is one of the few famous artists that are difficult to invite in China because of
his

:
low [high] value.

Taxonomy :
酱 [花生]油是植物油中的一种，食用后可以对皮肤有非常好的润泽效果。

::
Soy

:::
sauce [Peanut Oil] is a kind of vegetable oil, which has a very good moisturizing effect on the

skin after eating.

Behaviors 一位中国官员表示：我们将在近期和俄罗斯
::::
、中国 [法国]等国合作进一步推广这一系列行

动，以此来缓解人们对恐怖主义威胁的忧虑。
In the near future, we will work with Russia,

:::
China [France] and other countries to further promote

this series of actions to ease people’s concerns about the threat of terrorism, a Chinese official said.
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In the near future, we will work with Russia,

:::
China [France] and other countries to further promote

this series of actions to ease people’s concerns about the threat of terrorism, a Chinese official said.

Table 7: Examples of level-2 error types in TGEA.
:::::::::::
Underwaved

:::::
words are erroneous words while underlined

words are associated words. Words in ”[]” are corrections to erroneous words.

11 (3) total: 21



TGEAv2 Benchmark Tasks

▶ Erroneous Text Detection
▶ MiSEW Detection
▶ Erroneous Span Detection
▶ Error Type Classification
▶ Error Correction
▶ PLM Generation Enhancement

12 total: 21



MiSEW detection: An Example

Noun Phrase Sentence
NEZHA-Gen 14 19 15

GPT-2 19 14 13
Pangu-α 14 19 15

CPM 12 14 13
total 59 66 56

Table 3: The number of erroneous texts generated by
different PLMs with different types of prompts (40
prompts for each prompt).

Train Dev Test Total
TGEA 37,646 4,706 4,706 47,058
Ours 160,000 20,000 20,000 200,000

Table 4: Statistics of the new dataset in comparison to
TGEA.

Step1: Erroneous text detection
Incorrect

Step2: Erroneous span detection
该校把2015年下半年作退学处理的18名本科生名单打印出来,并
将其中15人列入黑名单(剩下11人因不满学校被退学而提出辞职)。
The school printed out the list of 18 undergraduates who were with-
drawn in the second half of 2015, (The remaining 11 resigned due to 
the dissatisfaction with the school being withdrawn).
Step3: Error Correction
该校把2015年下半年作退学处理的18名本科生名单打印出来,并
将其中15人列入黑名单(剩下3人因不满被退学而提出申诉)。
The school printed out the list of 18 undergraduates who were with-
drawn in the second half of 2015, (The remaining 3 file a grievance 
due to the dissatisfaction with being withdrawn).

Step4: MiSEW detection

18名 15人 剩下11
18 15 remaining 11

不满 学校被 退学
dissatisfaction with 
the school being 
with-drawn

本科生 提出 辞职
undergraduates
resigned

Step5: Erroneous type classification

常识错误-数学错误
Commonsense Error
-Number 

成分多余-宾语多余
Redundancy
-Object

常识错误-行为错误
Commonsense Error
-Behaviors 

Figure 2: Illustration of data annotation.13 total: 21
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大语言模型的语言理解能力评价

大语言模型的语言生成能力评价

大语言模型的搜索和工具调用能力评价

大语言模型的其他专项能力评价

总结
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Abstract

This paper presents a Chinese dataset for eval-
uating pretrained language models on Word
Prediction given Long-term Context (Chinese
WPLC). We propose both automatic and man-
ual selection strategies tailored to Chinese
to guarantee that target words in passages
collected from over 69K novels can only
be predicted with long-term context beyond
the scope of sentences containing the target
words. Dataset analysis reveals that the types
of target words range from common nouns
to Chinese 4-character idioms. We also ob-
serve that linguistic relations between target
words and long-range context exhibit diver-
sity, including lexical match, synonym, sum-
mary and reasoning. Experiment results show
that the Chinese pretrained language model
PanGu-α (Zeng et al., 2021) is 45 points be-
hind human in terms of top-1 word predic-
tion accuracy, indicating that Chinese WPLC
is a challenging dataset. The dataset is pub-
licly available at https://git.openi.org.cn/PCL-
Platform.Intelligence/Chinese_WPLC.

1 Introduction

Predicting a target word from previous context, es-
pecially long-range context, is a long-standing chal-
lenging problem in natural language processing. A
variety of large-scale datasets such as CNN/Daily
Mail (Hermann et al., 2015), Who-did-What (On-
ishi et al., 2016) and CMRC-2017 (Cui et al., 2018)
have been developed to examine the capability of
machines in word prediction. However, the major-
ity of such datasets have not undergone a thorough
manual testing whether a target word can only be
predicted from long-range dependencies except for
LAMBADA (Paperno et al., 2016). This dataset
provides a benchmark testbed where a target word
can be easily predicted with long-range context
but cannot with only context words in the sentence
where the target word is located.

Partially inspired by LAMBADA, we create

Chinese WPLC, a dataset for evaluating power-
ful pretrained language models on word prediction
with long-range context. The passages used in
our dataset are carefully extracted from over 69K
Chinese novels following a procedure mixed with
automatic and manual selection. Significant dif-
ferences from LAMBDA lie not only in language
(English vs. Chinese), but also in the following two
aspects:

• LAMBADA filters out relatively easy pas-
sages with weak language models, e.g., RNN,
4-gram and feed-forward neural language
models, which makes it an outdated dataset for
current state-of-the-art pretrained language
models as target words in many left passages
may be easily predicted by large-scale pre-
trained models. Additionally, the original raw
data used by LAMBADA may potentially ap-
pear in the training set of current pretrained
models (Brown et al., 2020). To tackle the
aforementioned problems, we use two typical
large-scale pretrained models to filter out pas-
sages: NEZHA (a masked language model)
and NEZHA-Gen (a casual language model)
(Wei et al., 2019).

• In order to take language features and diffi-
culty level into account, we use new strategies
and methods in passage collection, language
model filtering and crowdsourced passage se-
lection, which are different from LAMBADA.

We carry out an in-depth analysis on the built
dataset, finding that the relations between target
words and previous context ranges from lexical
match, synonym, summary to commonsense rea-
soning. We conduct experiments on the built
dataset to evaluate a range of state-of-the-art Chi-
nese pretrained models, including the Chinese pre-
trained model PanGu-α with up to 200 billion pa-
rameters (Zeng et al., 2021), which achieves a top-
1 accuracy of 12.1%, 45.2 points behind human

▶ 本文提出了一个中文数据集，用于评估预训练语言模型在给定长时上下文情况下的单词预测能
力（中文长时上下文单词预测，Chinese WPLC）。

▶ 我们针对中文提出了自动和手动两种筛选策略，以确保从超过 69000部小说中收集的文段里的
目标单词只有借助超出包含目标单词的句子范围的长时上下文才能被预测出来。

▶ 数据集分析显示，目标单词的类型涵盖了从普通名词到汉语四字成语等多种情况。我们还观察
到，目标单词与长时上下文之间的语言关系呈现出多样性，包括词汇匹配、同义词、概括和推
理等。

▶ 实验结果表明，中文预训练语言模型Pangu-ケ（Zeng et al，2021）在首词预测准确率方面比人
类低 45个百分点，这意味着中文长时上下文单词预测数据集是一个颇具挑战性的数据集。该数
据集可在https://git.openi.org.cn/PCL-Platform.Intelligence/Chinese_WPLC公开获取。

Ge et al., Chinese WPLC: A Chinese Dataset for Evaluating Pretrained Language Models on Word Prediction Given Long-Range Context, EMNLP2021 Proceedings

14 total: 21
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Abstract

The ability to follow instructions is crucial for
Large Language Models (LLMs) to handle var-
ious real-world applications. Existing bench-
marks primarily focus on evaluating pure re-
sponse quality, rather than assessing whether
the response follows constraints stated in the in-
struction. To fill this research gap, in this paper,
we propose FollowBench, a Multi-level
Fine-grained Constraints Following Bench-
mark for LLMs. FollowBench comprehen-
sively includes five different types (i.e., Con-
tent, Situation, Style, Format, and Example) of
fine-grained constraints. To enable a precise
constraint following estimation on diverse diffi-
culties, we introduce a Multi-level mechanism
that incrementally adds a single constraint to
the initial instruction at each increased level.
To assess whether LLMs’ outputs have satis-
fied every individual constraint, we propose to
prompt strong LLMs with constraint-evolution
paths to handle challenging open-ended instruc-
tions. By evaluating 13 closed-source and open-
source popular LLMs on FollowBench, we
highlight the weaknesses of LLMs in instruc-
tion following and point towards potential av-
enues for future work. The data and code
are publicly available at https://github.
com/YJiangcm/FollowBench.

1 Introduction

Large Language Models (LLMs) (Brown et al.,
2020; OpenAI, 2022) pre-trained on web-scale cor-
pora have showcased proficiency in generating flu-
ent and realistic text. Yet, human instructions in
real-life cases require the model to generate text
that not only possesses a high degree of natural-
ness but adheres to specific constraints (Yang et al.,
2023). For instance, the model may be required to
recommend ten books that are specifically written
in Chinese (Figure 1), or it might be expected to
generate responses that have a certain tone.

∗Work done during the internship at Huawei Noah’s Ark
Lab.

I am interested in Tang Dynasty. In Shakespeare's tone,
recommend me ten relevant Chinese books. Use bullet
point in your answer. Please response based on the
examples:⋯

I am interested in Tang Dynasty. In Shakespeare's tone,
recommend me ten relevant Chinese books. Use bullet
point in your answer.

I am interested in Tang Dynasty. In Shakespeare's tone,
recommend me ten relevant Chinese books.

I am interested in Tang Dynasty. Recommend me ten
relevant Chinese books.

Recommend me ten Chinese books.

Recommend me ten books.

+ Content

+ Situation

+ Style

+ Format

+ Example

L1

L2

L5

L4

L3

Figure 1: FollowBench covers five fine-grained con-
straint categories and is constructed based on the Multi-
level mechanism, which increasingly adds a single con-
straint to straightforward instructions. On the right, the
model that can follow instructions with more constraints
is deemed to possess better instruction-following ability.

The dominant paradigm for assessing if a model
can follow instructions involves using human an-
notators or strongly aligned LLMs to judge its
response quality, in terms of helpfulness, rele-
vance, accuracy, depth, creativity, and level of de-
tail (Wang et al., 2023a; Li et al., 2023; Zheng
et al., 2023; Xu et al., 2023). However, prior
work still has two limitations. Firstly, they ig-
nore the fine-grained constraints inside instruc-
tions, which are essential and objective standards
for evaluating the instruction-following capabil-
ity. While several benchmarks have rigorously
explored individual constraint types, including se-
mantic restrictions (Chen et al., 2022) and com-
plex formatting (Tang et al., 2023), there exists a
lack of comprehensive analysis across the diverse
spectrum of constraint categories. Secondly, few
benchmarks consider the varying difficulty of in-
structions, which is controlled by the number of im-
posed constraints. This makes it challenging to pre-
cisely assess the degree to which LLMs can follow
instructions. Towards this end, our research ques-
tion is: how can we systemically and precisely eval-
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▶ 对于大型语言模型（LLMs）而言，遵循指令的能力对于处理各种现实世界中的应用至关重要。
现有的基准测试主要侧重于评估纯粹的响应质量，而不是评估响应是否遵循指令中所规定的约
束条件。为了填补这一研究空白，在本文中，我们提出了 FollowBench，一个针对大型语言模
型的多层次细粒度约束遵循情况的基准测试。

▶ FollowBench全面涵盖了五种不同类型（即内容、情境、风格、格式和示例）的细粒度约束。
为了能够对不同难度下的约束遵循情况进行精确评估，我们引入了一种多层次机制，即在每个
递增的层级上向初始指令逐步添加单个约束条件。为了评估大型语言模型的输出是否满足每一
项单独的约束条件，我们提议用约束演变路径来提示强大的大型语言模型，以处理具有挑战性
的开放式指令。

▶ 通过在 FollowBench上对 13种闭源和开源的流行大型语言模型进行评估，我们凸显了大型语
言模型在遵循指令方面的弱点，并为未来的工作指出了潜在的方向。相关数据和代码可
在https://github.com/YJiangcm/FollowBench公开获取。

Jiang et al., FollowBench: A Multi-level Fine-grained Constraints Following Benchmark for Large Language Models, ACL2024 Proceedings

15 (1) total: 21
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Abstract

The ability to follow instructions is crucial for
Large Language Models (LLMs) to handle var-
ious real-world applications. Existing bench-
marks primarily focus on evaluating pure re-
sponse quality, rather than assessing whether
the response follows constraints stated in the in-
struction. To fill this research gap, in this paper,
we propose FollowBench, a Multi-level
Fine-grained Constraints Following Bench-
mark for LLMs. FollowBench comprehen-
sively includes five different types (i.e., Con-
tent, Situation, Style, Format, and Example) of
fine-grained constraints. To enable a precise
constraint following estimation on diverse diffi-
culties, we introduce a Multi-level mechanism
that incrementally adds a single constraint to
the initial instruction at each increased level.
To assess whether LLMs’ outputs have satis-
fied every individual constraint, we propose to
prompt strong LLMs with constraint-evolution
paths to handle challenging open-ended instruc-
tions. By evaluating 13 closed-source and open-
source popular LLMs on FollowBench, we
highlight the weaknesses of LLMs in instruc-
tion following and point towards potential av-
enues for future work. The data and code
are publicly available at https://github.
com/YJiangcm/FollowBench.

1 Introduction

Large Language Models (LLMs) (Brown et al.,
2020; OpenAI, 2022) pre-trained on web-scale cor-
pora have showcased proficiency in generating flu-
ent and realistic text. Yet, human instructions in
real-life cases require the model to generate text
that not only possesses a high degree of natural-
ness but adheres to specific constraints (Yang et al.,
2023). For instance, the model may be required to
recommend ten books that are specifically written
in Chinese (Figure 1), or it might be expected to
generate responses that have a certain tone.

∗Work done during the internship at Huawei Noah’s Ark
Lab.

I am interested in Tang Dynasty. In Shakespeare's tone,
recommend me ten relevant Chinese books. Use bullet
point in your answer. Please response based on the
examples:⋯

I am interested in Tang Dynasty. In Shakespeare's tone,
recommend me ten relevant Chinese books. Use bullet
point in your answer.

I am interested in Tang Dynasty. In Shakespeare's tone,
recommend me ten relevant Chinese books.

I am interested in Tang Dynasty. Recommend me ten
relevant Chinese books.

Recommend me ten Chinese books.

Recommend me ten books.

+ Content

+ Situation

+ Style

+ Format

+ Example

L1

L2

L5

L4

L3

Figure 1: FollowBench covers five fine-grained con-
straint categories and is constructed based on the Multi-
level mechanism, which increasingly adds a single con-
straint to straightforward instructions. On the right, the
model that can follow instructions with more constraints
is deemed to possess better instruction-following ability.

The dominant paradigm for assessing if a model
can follow instructions involves using human an-
notators or strongly aligned LLMs to judge its
response quality, in terms of helpfulness, rele-
vance, accuracy, depth, creativity, and level of de-
tail (Wang et al., 2023a; Li et al., 2023; Zheng
et al., 2023; Xu et al., 2023). However, prior
work still has two limitations. Firstly, they ig-
nore the fine-grained constraints inside instruc-
tions, which are essential and objective standards
for evaluating the instruction-following capabil-
ity. While several benchmarks have rigorously
explored individual constraint types, including se-
mantic restrictions (Chen et al., 2022) and com-
plex formatting (Tang et al., 2023), there exists a
lack of comprehensive analysis across the diverse
spectrum of constraint categories. Secondly, few
benchmarks consider the varying difficulty of in-
structions, which is controlled by the number of im-
posed constraints. This makes it challenging to pre-
cisely assess the degree to which LLMs can follow
instructions. Towards this end, our research ques-
tion is: how can we systemically and precisely eval-
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C
O

N
T

E
N

T INITIAL Recommend 5 films to me.

LEVEL 1 Recommend me 5 Chinese films.

LEVEL 2 Recommend me 5 Chinese films released before 1990.

S
IT

U
A

T
IO

N INITIAL How can I increase my productivity while working from home?

LEVEL 1 Since the pandemic began, I've been working remotely. How can I increase my productivity while working from home?

LEVEL 2
I have a small child at home. Since the pandemic began, I've been working remotely. How can I increase my 

productivity while working from home?

S
T

Y
L

E

INITIAL How did US states get their names?

LEVEL 1 How did US states get their names? Please respond in the writing style of Shakespeare.

LEVEL 2
How did US states get their names? Please respond in the writing style of Shakespeare, whilst infusing a touch of 

humor into the answer.

F
O

R
M

A
T INITIAL Why can I see the moon during the day?

LEVEL 1 Why can I see the moon during the day? Answer in a table format with columns “Reason” and “Explanation”.

LEVEL 2
Why can I see the moon during the day? Answer in a table format with columns “Reason” and “Explanation”. Each 

explanation should not exceed 20 words in length.

E
X

A
M

P
L

E LEVEL 1

question_template_1.format(example_1) + answer_template_1.format(example_1) 

question_template_1.format(example_2) + answer_template_1.format(example_2) 

⁝

question_template_1.format(query)

LEVEL 2

question_template_1.format(example_1) + answer_template_1.format(example_1) 

question_template_2.format(example_2) + answer_template_2.format(example_2) 

⁝

question_template_1.format(query)

Figure 2: FollowBench covers five fine-grained categories of constraints. Within each constraint type, we
construct a range of Multi-level instructions by incrementally adding constraints (highlighted in red). There are five
levels in total; however, we only display the first two levels from each category for demonstration purposes.

Situation Constraints Situation Constraints re-
fer to impositions of specific situations or back-
grounds that implicitly guide the appropriate an-
swer of the response. For instance, it is necessary to
illustrate the situation when asking for customized
suggestions, as shown in Figure 2. Another exam-
ple is to customize LLMs to simulate various char-
acters under certain circumstances, namely Role-
playing, which provides a more nuanced interac-
tion for users (Shanahan et al., 2023; Wang et al.,
2023c). Situation constraints push LLMs beyond
mere factual retrieval or surface-level synthesis,
demanding a nuanced understanding, a dynamic
adaptation, and complicated reasoning to the situ-
ation (Yao et al., 2022; Liu et al., 2023). Besides
real-life questions, we also consider Complex Situ-
ation Reasoning tasks including Math Word Prob-
lems, Time/Spatial Reasoning, and Code Genera-
tion. These tasks all require interpreting and solv-
ing problems within a given situation, thus match-
ing the definition of situation constraints. We first
collect initial instructions from these sources and
then manually curate multi-level instructions by
incrementally supplementing situation information
inside (see Appendix A.2).

Style Constraints Style Constraints control the
stylistic variations of output to accomplish specific

stylistic goals, such as tone, sentiment, formality,
and empathy (Tsai et al., 2021), as illustrated in
Figure 2. The challenges of style constraints for
LLMs are the intricate understanding and adapta-
tion of language nuances, ensuring contextually ap-
propriate and stylistically consistent outputs (Smith
et al., 2020; Cheng and Li, 2022). Drawing from
Open-ended Question Answering datasets and on-
line platforms, we collect initial instructions and
then leverage LLMs’ in-context learning capabil-
ity to craft instructions with multi-level style con-
straints. The prompt template can be viewed in
Figure 8. Human experts subsequently review and
refine the outputs produced by LLMs.

Format Constraints Format Constraints refer to
stipulations governing the structural, linguistic, or
output presentation of generated content. An exam-
ple is shown in Figure 2, which sets limits on word
length and requires the format of the response to
be a table. Format constraints necessitate a deep,
nuanced understanding of language and structure,
allowing them to flexibly adapt outputs according
to diverse and often intricate specifications (Zhao
et al., 2023). Recent work has pointed out that even
the most superior LLMs may struggle with tasks
that require generating complex, structured outputs
such as tables, JSON, HTML, or LaTeX (Tang
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Abstract

Managing long sequences has become an im-
portant and necessary feature for large language
models (LLMs). However, assessing their abil-
ity to handle long contexts remains a challenge.
This paper introduces M4LE, a Multi-ability,
Multi-range, Multi-task, Multi-domain bench-
mark for Long-context Evaluation. It encom-
passes 36 NLP datasets, covering 11 types of
tasks and 12 domains, providing a comprehen-
sive test bed. To address the lack of tasks fea-
turing naturally long sequences, we propose an
automatic approach to convert short-sequence
tasks into long-sequence scenarios. These
scenarios evaluate LLMs’ long-context under-
standing across five key abilities: understand-
ing of single or multiple relevant spans in long
contexts based on explicit or semantic hints,
and global context understanding. This auto-
matic approach allows us to create instances
evenly distributed from 1k to 8k input length.1

Our evaluation of 11 prominent LLMs reveals
that 1) Current LLMs struggle to understand
long context, particularly when tasks require
multiple-span attention. 2) Semantic retrieval is
more difficult for competent LLMs. 3) Models
fine-tuned on longer text with position interpo-
lation have comparable performance to those
using Neural Tangent Kernel (NTK) aware scal-
ing methods without fine-tuning. We make our
benchmark publicly available to encourage fu-
ture research in this challenging area 2.

1 Introduction

Large language models (LLMs) are gaining trac-
tion in addressing diverse NLP challenges. LLMs,
mostly transformer-based models (Vaswani et al.,

*Work done during an internship at Huawei Noah’s Ark
Lab.

1The released benchmark would contain samples up to 32k
words. Even longer samples and other types of tasks can be
constructed using our method.

2Code and data are available at https://github.com/
KwanWaiChung/M4LE.

2017), are trained on a large amount of data with nu-
merous parameters (Ouyang et al., 2022; Touvron
et al., 2023b). These models have demonstrated
impressive capabilities across a wide range of tasks
(Brown et al., 2020; Schick et al., 2023; Shen et al.,
2023; Bang et al., 2023). As LLMs continue to
evolve, their ability to handle long-sequence tasks,
such as extracting specific information from or sum-
marizing lengthy documents, has become an im-
portant and competitive feature (Du et al., 2022;
Chiang et al., 2023; Li et al., 2023). Therefore, a
comprehensive, fair, and objective benchmark to
evaluate the long-sequence capabilities of models
is necessary for the progress of LLMs.

Despite numerous efforts to develop benchmarks
for assessing the knowledge or reasoning ability
of LLMs (Hendrycks et al., 2021; Suzgun et al.,
2022; Huang et al., 2023), comprehensive eval-
uation of their long-context understanding abil-
ity has received limited attention. Recent concur-
rent works, such as L-Eval (An et al., 2023) and
LongBench (Bai et al., 2023), primarily rely on
existing long-sequence NLP datasets which usually
limit the task diversity and flexibility in conducting
length-control experiments. They lack an objective
and comprehensive understanding of the model’s
capability across different dimensions of long se-
quences.

In this study, we aim to maximize the diversity
of constructed tasks and analyze the long-context
capabilities of LLMs from a user’s practical per-
spective. We discovered that when processing in-
structions based on long sequences, the essential
components for task completion can be classified
as single-span, multiple-span, or global, based on
relevance. Building on this and considering how
to locate the relevant information, we categorize
long-context understanding into five distinct abil-
ities and introduce an automated method to trans-
form short-sequence tasks into a comprehensive
long-sequence scenario encompassing all these ca-
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▶ 处理长序列已成为大型语言模型（LLMs）一项重要且必要的特性。然而，评估它们处理长文本语境的能力
仍是一项挑战。

▶ 本文介绍了 M4LE，一个用于长文本语境评估的多能力、多范围、多任务、多领域基准测试。它涵盖了 36
个自然语言处理（NLP）数据集，涉及 11种任务类型和 12个领域，提供了一个全面的测试平台。

▶ 为了解决缺乏具有自然长序列特征的任务这一问题，我们提出了一种自动方法，将短序列任务转换为长序列
场景。这些场景从五个关键能力方面评估大型语言模型对长文本语境的理解：基于显性或语义提示对长文本
语境中单个或多个相关片段的理解，以及对全局语境的理解。这种自动方法使我们能够创建输入长度从
1000到 8000均匀分布的实例。

▶ 我们对 11个著名的大型语言模型进行评估后发现：1）当前的大型语言模型在理解长文本语境方面存在困
难，尤其是当任务需要多片段注意力时。2）对于能力较强的大型语言模型来说，语义检索更为困难。3）在
较长文本上通过位置插值进行微调的模型，其性能与那些使用NTK感知缩放方法但未进行微调的模型相当。

Kwan et al., M4LE: A Multi-Ability Multi-Range Multi-Task Multi-Domain Long-Context Evaluation Benchmark for Large Language Models, ACL2024 Proceedings
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Abstract

The recent trend of using Large Language Mod-
els (LLMs) as tool agents in real-world appli-
cations underscores the necessity for compre-
hensive evaluations of their capabilities, partic-
ularly in complex scenarios involving planning,
creating, and using tools. However, existing
benchmarks typically focus on simple synthe-
sized queries that do not reflect real-world com-
plexity, thereby offering limited perspectives
in evaluating tool utilization. To address this
issue, we present UltraTool, a novel bench-
mark designed to improve and evaluate LLMs’
ability in tool utilization within real-world sce-
narios. UltraTool focuses on the entire pro-
cess of using tools - from planning and cre-
ating to applying them in complex tasks. It
emphasizes real-world complexities, demand-
ing accurate, multi-step planning for effective
problem-solving. A key feature of UltraTool
is its independent evaluation of planning with
natural language, which happens before tool
usage and simplifies the task solving by map-
ping out the intermediate steps. Thus, unlike
previous work, it eliminates the restriction of
pre-defined toolset. Through extensive exper-
iments on various LLMs, we offer novel in-
sights into the evaluation of capabilities of
LLMs in tool utilization, thereby contributing a
fresh perspective to this rapidly evolving field.
The benchmark is publicly available at https:
//github.com/JoeYing1019/UltraTool.

1 Introduction

Recent advancements in equipping Large Lan-
guage Models (LLMs) (Du et al., 2022; Touvron
et al., 2023; Chiang et al., 2023; Bai et al., 2023)
with external tools (Patil et al., 2023; Schick et al.,
2023; Qin et al., 2023a) have markedly improved
capability of AI systems in solving complex real-
world tasks. As this field evolves, it becomes cru-

* This work was done during the internship at Huawei
Noah’s Ark Lab.

† Corresponding authors.
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(b) Construction process of previous benchmarks.

(a) Tool utilization process in real-world complex scenarios.

Figure 1: Illustration of (a) tool utilization process in
real-world complex scenarios and (b) construction pro-
cess of previous benchmarks.

cial to conduct a comprehensive evaluation cov-
ering full aspects of tool utilization, particularly
within complex real-world contexts. As depicted
in Figure 1 (a), addressing real-world tasks often
necessitates not only the planning and usage of mul-
tiple tools but also the creation of new tools, when
the existing tools are not enough to meet all spe-
cific requirements. However, existing benchmarks
(Tang et al., 2023; Xu et al., 2023; Patil et al., 2023;
Li et al., 2023; Qin et al., 2023b; Huang et al.,
2023) often focus only on limited dimensions of
this entire process. Besides, the user queries in
most existing benchmarks exhibit limitations in
mirroring the complexity of real-world tasks and
unreasonable dependency on pre-defined toolsets.

To tackle these challenges, we introduce
UltraTool, a benchmark covering a wide range
of evaluation dimensions. It is constructed on com-
plex, real-world queries and involves evaluation
of tool-independent natural-language planning and
advanced tool creation capabilities. UltraTool
comprises 5,824 examples, spanning 22 diverse
domains and incorporating 2,032 tools, and it com-
prehensively evaluates the tool utilization process

4363

▶ 近期在现实世界应用中将大型语言模型（LLMs）用作工具代理的趋势凸显了对其能力进行全面评估的必要
性，尤其是在涉及规划、创建和使用工具的复杂场景中。然而，现有的基准测试通常侧重于简单的合成查
询，无法反映现实世界的复杂性，因此在评估工具利用方面提供的视角有限。

▶ 为解决这一问题，我们推出了 UltraTool，这是一种新型基准测试，旨在提升并评估大型语言模型在现实世
界场景中利用工具的能力。UltraTool聚焦于使用工具的整个过程——从规划、创建到将其应用于复杂任务。
它强调现实世界的复杂性，要求进行准确的多步骤规划以有效解决问题。

▶ UltraTool的一个关键特性是它对使用自然语言进行规划的独立评估，这种评估在使用工具之前进行，通过
规划出中间步骤来简化任务解决过程。因此，与以往的工作不同，它消除了预定义工具集的限制。

▶ 通过对各种大型语言模型进行大量实验，我们为评估大型语言模型在工具利用方面的能力提供了新的见解，
从而为这个快速发展的领域贡献了新的视角。该基准测试可在https://github.com/JoeYing1019/UltraTool公
开获取。

Huang et al., Planning, Creation, Usage: Benchmarking LLMs for Comprehensive Tool Utilization in Real-World Complex Scenarios, ACL2024 Findings
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Abstract

Generative search engines have the potential
to transform how people seek information on-
line, but generated responses from existing
large language models (LLMs)-backed gener-
ative search engines may not always be accu-
rate. Nonetheless, retrieval-augmented genera-
tion exacerbates safety concerns, since adver-
saries may successfully evade the entire sys-
tem by subtly manipulating the most vulner-
able part of a claim. To this end, we pro-
pose evaluating the robustness of generative
search engines in the realistic and high-risk set-
ting, where adversaries have only black-box
system access and seek to deceive the model
into returning incorrect responses. Through
a comprehensive human evaluation of vari-
ous generative search engines, such as Bing
Chat, PerplexityAI, and YouChat across diverse
queries, we demonstrate the effectiveness of
adversarial factual questions in inducing incor-
rect responses. Moreover, retrieval-augmented
generation exhibits a higher susceptibility to
factual errors compared to LLMs without re-
trieval. These findings highlight the poten-
tial security risks of these systems and empha-
size the need for rigorous evaluation before
deployment. Our constructed dataset and codes
are available at: https://github.com/HKUSTGZ-
NLP/Adversarial-Attack.

1 Introduction

Recent advancements in Large Language Models
(LLMs) have significantly advanced the field of nat-
ural language processing (NLP), enhancing perfor-
mance across a wide range of tasks and applications
(Brown et al., 2020; Ouyang et al., 2022; Touvron
et al., 2023a,b; OpenAI, 2022, 2023). These mod-
els can generate responses that are both engaging
and coherent, but they also tend to produce outputs
that may not always be accurate, leading to what

∗These authors contributed equally.
† Corresponding authors.

is termed “hallucinations” or the inclusion of factu-
ally incorrect information (Ji et al., 2023; Hu et al.,
2023a). This issue complicates the trustworthi-
ness of LLM-generated content, raising significant
challenges, especially when these models could
be manipulated to generate misleading or harmful
content (Pan et al., 2023; Goldstein et al., 2023)
or be used to tamper with news in a detrimental
manner (Zellers et al., 2019; Chen and Shu, 2023).

In response to these challenges, there has been a
rise in studies focused on enhancing LLMs with in-
formation retrieved from external sources (Nakano
et al., 2021; Menick et al., 2022; Glaese et al., 2022;
Thoppilan et al., 2022). The approach involves con-
ditioning LLMs on both the input query and the
content fetched from external databases or search
engines, a paradigm adopted by several commer-
cial generative search engines. These platforms
aim to satisfy user queries not only by providing
direct responses but also by offering in-line cita-
tions for verification. Despite their growing pop-
ularity and potential to revolutionize information-
seeking behaviors online, the accuracy of these
LLM-supported generative search systems is still
under scrutiny, highlighting a critical need for com-
prehensive assessments of their reliability and ro-
bustness (Maynez et al., 2020; Peskoff and Stewart,
2023; Liu et al., 2023a). Moreover, the suscepti-
bility of both LLMs and retrieval systems to subtle
adversarial manipulations presents an urgent safety
concern. These manipulations could potentially
enable adversaries to bypass safety mechanisms,
inject malicious payloads, or exploit APIs within
generative search engines that are increasingly in-
terfacing with sensitive and complex environments.

In our study, we evaluate the adversarial ro-
bustness of leading generative search engines, fo-
cusing on their resilience against manipulations
intended to elicit misleading responses. We de-
vised a series of adversarial attack strategies, in-
cluding Multihop Extension, Temporal Modifica-
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▶ 生成式搜索引擎有可能改变人们在网上获取信息的方式，但现有基于大型语言模型（LLMs）的
生成式搜索引擎所生成的回答可能并不总是准确的。然而，检索增强式生成加剧了安全方面的
担忧，因为攻击者可能会通过巧妙地操纵陈述中最薄弱的部分来成功避开整个系统。

▶ 为此，我们提议在现实且高风险的情境下评估生成式搜索引擎的稳健性，在这种情境下，攻击
者仅有黑箱系统访问权限，并试图欺骗模型以使其返回错误的回答。

▶ 通过对各种生成式搜索引擎（如必应聊天、PerplexityAI和有道聊天）针对不同查询进行全面的
人工评估，我们证明了对抗性事实问题在诱导出错误回答方面的有效性。此外，与未采用检索
的大型语言模型相比，检索增强式生成更容易出现事实性错误。

▶ 这些发现凸显了这些系统潜在的安全风险，并强调了在部署之前进行严格评估的必要性。我们
构建的数据集和代码可在以下网址获取：https://github.com/HKUSTGZNLP/Adversarial-Attack。

Hu et al., Evaluating Robustness of Generative Search Engine on Adversarial Factoid Questions, ACL2024 Findings
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Attack Sentence The O2 Arena, named after its primary 
sponsor, the telecommunications company 
O2—a commercial brand owned by the 
multinational Italian company Telefónica, 
commonly known as The O2, is a multi-
purpose indoor arena, and in 2008 it was 
the world's busiest music arena.

Hop1
Hop2

Hop3
Error

…O2 is not owned by the Italian multinational 
company Telefónica. O2 was a subsidiary of 
Telefónica, a multinational company based in 
Spain, not Italy…

Yes, that's correct. …, it was renamed The O2 
Arena in 2005 when telecommunications 
company O2, a subsidiary of the multinational 
Italian company …

MultiHop Extension

Correct Answer

Wrong Answer

Attack Sentence The O2 Arena, commonly known as The O2, is 
a multi-purpose indoor arena located in the 
quiet suburbs of London, and in 2008 it was 
the world's busiest music arena

The statement about The O2 Arena being 
located in the “quiet suburbs of London” is 
not accurate. The O2 Arena, commonly known 
as The O2, is actually located on the 
Greenwich Peninsula in Southeast London …

Distraction Injection

Correct Answer

Error: It should be located in southeast London

Attack Sentence The O2 Arena, commonly known as The O2, is a 
multi-purpose indoor arena, and in 2008 it was the 
world's busiest music arena hosting a million 
concerts.

The statement that … is correct. However, the 
claim that it hosted a million concerts in that year 
is an exaggeration …

You are correct. In 2008, The O2 Arena in London was 
indeed one of the world‘s busiest music arenas, hosting 
numerous concerts and events …

Facts Exaggeration

Correct Answer

Wrong Answer

Error: This is a fictional exaggerated number

Attack Sentence

What was the world's busiest music arena in 
2008 and is also a multi-purpose indoor arena? 

The O2 Arena was the busiest music arena 
in 2008 and is also  a multi-purpose …

In 2008, the world's busiest music arena that is 
also a multi-purpose indoor arena was Madison 
Square Garden in New York City, USA.

Facts Reversal

Wrong Answer

Error: It should be Spain, not Italian

Attack Sentence The O2 Arena, commonly known as The O2, is a 
multi-purpose indoor arena, and before Barack 
Obama's election as President, it was the world's 
busiest music arena.

The part about " before Barack Obama‘s election as 
President of the United States " needs clarification … 
Barack Obama was elected President in November 
2008. The O2 Arena, since its reopening in 2007 …

Yes, you are absolutely right. The O2 Arena was 
indeed one of the world's busiest music arenas 
before Barack Obama's election …

Temporal Modification

Correct Answer

Wrong Answer

Error: It should be after Barack Obama’s election

Attack Sentence The O2 Arena, commonly known as The O2, is a 
multi-purpose outdoor arena, and in 2008 it was 
the world’s busiest music arena.

The information you provided is not accurate. In 
2008, The O2 was considered one of the world's 
busiest indoor arenas …

Semantic Replacement

Correct Answer

Error: The O2 should be an indoor arena.

Attack Sentence The O2 Arena, commonly known as The O2, is 
a multi-purpose indoor arena, and in ten years 
after 2000 it was the world's busiest music 
arena.

The statement is generally accurate but slightly 
imprecise in its phrasing … it's more precise to 
attribute this status to a subset of those years, 
particularly starting a few years after 2000, 
around 2008 onwards.

The claim that The O2 was the world‘s busiest 
music arena in the decade following 2000 is 
accurate. It has consistently hosted a wide 
range of events … 

Numerical Manipulation

Correct Answer

Error: It should be eight years after 2000

Wrong Answer

The original sentence:
The O2 Arena, commonly known 
as The O2, is a multi-purpose 
indoor arena, and in 2008 it was 
the world's busiest music arena.Filtered Attack

Correct Answer

You are correct! The O2 was indeed the world’s 
busiest music arena in 2008, and it is also a multi-
purpose indoor arena that is known for its… Wrong Answer

Wrong Answer

Your statement is true. n 2008, The O2 arena 
was the world‘s busiest music arena. It has 
hosted numerous high-profile events and 
concerts… (did not mention the location)

Figure 1: Explanation of seven different attack methods.

tion, Semantic Replacement, Distraction Injection,
Facts Exaggeration, Facts Reversal, and Numeri-
cal Manipulation, to explore the vulnerability of
leading generative search engines, including Bing
Chat (Bing, 2023), PerplexityAI (PerplexityAI,
2023), YouChat (YouChat, 2023), and three LLMs,
including Gemini (Gemini, 2023), GPT-3.5 (Ope-
nAI, 2022) and GPT-4 (OpenAI, 2023) across a
variety of queries spanning multiple domains. We
observe that adversarial factual questions are highly
effective in inducing generative search engines and
LLMs to produce incorrect responses. In addition,
generative search engines are more likely to be
induced by factual errors to produce misleading an-
swers than LLMs without retrieval. Our empirical
findings reveal critical insights into the adversar-
ial robustness of these systems or the lack thereof.
These results underscore the necessity for a more
thorough inspection and fortification of generative
search engines and LLM-driven systems against ad-
versarial threats before they are broadly deployed,
signifying that the robustness of such systems is
closely linked to their ability to handle their most
vulnerable input types effectively.

2 Method

To assess the potential vulnerabilities of genera-
tive search engines to factual manipulation, we
conducted a targeted experiment employing seven
diverse adversarial attack methods. We aimed to
observe whether the engine could be deceived or
misled by intentionally altered input, potentially
generating incorrect or unexpected outputs. The
experiment leveraged a corpus of 100 factual state-
ments carefully selected from Wikipedia articles
encompassing a broad range of subjects, including
literature, history, sports, arts, etc. Each of these
statements served as the foundation for crafting
adversarial attacks. Through a manual annotation
process, we applied seven attack techniques, re-
sulting in a collection of 1,400 sentences. Further
manual filtering narrowed this collection to 534
sentences, each formulated in both declarative and
question forms. More details of the annotation are
provided in Appendix A. In the following sections,
we detail the construction process of the seven ad-
versarial attacks and how these methods assess the
generative search engine’s capabilities in complex
reasoning and numerical calculations. The specific
examples of modification are shown in Figure 1.
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Abstract

Automated theorem proving (ATP) has become
an appealing domain for exploring the reason-
ing ability of the recent successful generative
language models. However, current ATP bench-
marks mainly focus on symbolic inference, but
rarely involve the understanding of complex
number combination reasoning. In this work,
we propose TRIGO, an ATP benchmark that not
only requires a model to reduce a trigonomet-
ric expression with step-by-step proofs but also
evaluates a generative LM’s reasoning ability
on formulas and its capability to manipulate,
group, and factor number terms. We gather
trigonometric expressions and their reduced
forms from the web, annotate the simplifica-
tion process manually, and translate it into the
“Lean” formal language system. We then auto-
matically generate additional examples from
the annotated samples to expand the dataset.
Furthermore, we develop an automatic genera-
tor based on Lean-Gym to create dataset splits
of varying difficulties and distributions in order
to thoroughly analyze the model’s generaliza-
tion ability. Our extensive experiments show
our proposed TRIGO poses a new challenge
for advanced generative LM’s including GPT-4
which is pre-trained on a considerable amount
of open-source formal theorem-proving lan-
guage data, and provide a new tool to study
the generative LM’s ability on both formal and
mathematical reasoning.

1 Introduction

Automated theorem proving (ATP) requires formal
reasoning and deduction from conclusion to axioms
or known theorems. This task requires general and

∗These authors contributed equally.
†Corresponding author

Figure 1: The task of trigonometric expression reduction.
The key is to rewrite π

12 into 1
2 ∗ π

6 (the green part), and
apply the half-angle formula (the orange part). Both
steps need an understanding of numbers and formulas.

flexible reasoning and is easy to validate, making
it an appealing domain for exploring the reasoning
ability of the recent successful pre-trained genera-
tive language models. These models show strong
proof generation capabilities (Lample et al., 2022;
Jiang et al., 2022), but its ability to perform formal
mathematical proof reduction, which involves com-
plex numerical reasoning, has not been thoroughly
explored.

Current ATP benchmarks (Wu et al., 2021a; Han
et al., 2021; Zheng et al., 2022) mainly focus on
symbolic inference but rarely involve the under-
standing of complex number combination reason-
ing, such as term grouping, term factorization and
equivalent substitution. For advanced mathemati-
cal proving such as trigonometric expressions, ATP
can be beneficial for evaluating the crucial com-
plex number combination. For example, as shown
in Figure 1, to correctly reduce the left-hand-side
expression, one must recognize the specific angles
or terms such as cos( π

12), capable of applying the
half-angle formula and know the result is cos(12∗π6 ).
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▶ 自动定理证明（ATP）已成为探索近期大获成功的生成式语言模型推理能力的一个颇具吸引力的领域。然
而，当前的 ATP基准测试主要侧重于符号推理，很少涉及对复杂数字组合推理的理解。

▶ 在这项工作中，我们提出了 TRIGO，这是一个 ATP基准测试，它不仅要求模型通过逐步证明来化简一个三
角函数表达式，而且还会评估生成式语言模型（LM）对公式的推理能力以及其对数字项进行操作、分组和
因式分解的能力。

▶ 我们从网络上收集三角函数表达式及其化简形式，手动标注化简过程，并将其翻译成 Lean形式语言系统。
然后，我们从标注样本中自动生成更多示例以扩充数据集。此外，我们基于 Lean-Gym开发了一个自动生
成器，用于创建具有不同难度和分布的数据集划分，以便全面分析模型的概括能力。

▶ 我们大量的实验表明，我们提出的 TRIGO对包括 GPT-4在内的先进生成式语言模型构成了新的挑战，
GPT-4是在大量开源形式定理证明语言数据上进行预训练的，并且 TRIGO为研究生成式语言模型在形式推
理和数学推理两方面的能力提供了一种新工具。

Xiong et al., TRIGO: Benchmarking Formal Mathematical Proof Reduction for Generative Language Models, EMNLP2023 Proceedings
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Abstract

Automated theorem proving (ATP) has become
an appealing domain for exploring the reason-
ing ability of the recent successful generative
language models. However, current ATP bench-
marks mainly focus on symbolic inference, but
rarely involve the understanding of complex
number combination reasoning. In this work,
we propose TRIGO, an ATP benchmark that not
only requires a model to reduce a trigonomet-
ric expression with step-by-step proofs but also
evaluates a generative LM’s reasoning ability
on formulas and its capability to manipulate,
group, and factor number terms. We gather
trigonometric expressions and their reduced
forms from the web, annotate the simplifica-
tion process manually, and translate it into the
“Lean” formal language system. We then auto-
matically generate additional examples from
the annotated samples to expand the dataset.
Furthermore, we develop an automatic genera-
tor based on Lean-Gym to create dataset splits
of varying difficulties and distributions in order
to thoroughly analyze the model’s generaliza-
tion ability. Our extensive experiments show
our proposed TRIGO poses a new challenge
for advanced generative LM’s including GPT-4
which is pre-trained on a considerable amount
of open-source formal theorem-proving lan-
guage data, and provide a new tool to study
the generative LM’s ability on both formal and
mathematical reasoning.

1 Introduction

Automated theorem proving (ATP) requires formal
reasoning and deduction from conclusion to axioms
or known theorems. This task requires general and

∗These authors contributed equally.
†Corresponding author

Figure 1: The task of trigonometric expression reduction.
The key is to rewrite π

12 into 1
2 ∗ π

6 (the green part), and
apply the half-angle formula (the orange part). Both
steps need an understanding of numbers and formulas.

flexible reasoning and is easy to validate, making
it an appealing domain for exploring the reasoning
ability of the recent successful pre-trained genera-
tive language models. These models show strong
proof generation capabilities (Lample et al., 2022;
Jiang et al., 2022), but its ability to perform formal
mathematical proof reduction, which involves com-
plex numerical reasoning, has not been thoroughly
explored.

Current ATP benchmarks (Wu et al., 2021a; Han
et al., 2021; Zheng et al., 2022) mainly focus on
symbolic inference but rarely involve the under-
standing of complex number combination reason-
ing, such as term grouping, term factorization and
equivalent substitution. For advanced mathemati-
cal proving such as trigonometric expressions, ATP
can be beneficial for evaluating the crucial com-
plex number combination. For example, as shown
in Figure 1, to correctly reduce the left-hand-side
expression, one must recognize the specific angles
or terms such as cos( π

12), capable of applying the
half-angle formula and know the result is cos(12∗π6 ).
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comprehensive library of theorem proofs in Lean.
The IsarStep dataset (Li et al., 2021) mines inter-
mediate proof steps from the Archive of Formal
Proofs (AFP). MiniF2F (Zheng et al., 2022) is a
cross-system benchmark of olympiad-level math-
ematics problems, containing 488 problems for-
malized in Metamath, Lean, Isabelle, and HOL
Light, but only a small portion has formalized solu-
tions. FIMO (Liu et al., 2023) targets formal Inter-
national Mathematical Olympiad (IMO) problems.
The Geometry3K dataset (Lu et al., 2021) includes
3,002 geometry problems with annotated formal
language descriptions but lacks interaction with
formal environments. Many other works also focus
on informal math problem solving (Saxton et al.,
2019; Hendrycks et al., 2021; Cobbe et al., 2021;
Shen et al., 2021). Our work is most similar to
(Wu et al., 2021a). They use formal mathematical
reasoning to reduce equations and inequalities and
employ programs to automatically generate proofs
to explore combinational generalization. However,
they lack real-world problems to assess the model’s
generalization to real distributions and do not in-
volve complex numerical operations combination.
Compared with previous work (Wu et al., 2021a)
which has 18 axioms and 9 transformations, our
generation process has a total of 85 transforma-
tion rules and diverse sampled parameters. Our
proposed TRIGO generates complex samples with
controlled difficulties and distribution, and includes
manually annotated samples and proof steps from
real-world problems.

3 Background on Lean Environment

Formal language systems are effective tools for
strictly verifying the correctness of each proof
step generated by the model. In this work, we use
Lean (de Moura et al., 2015) as formal environ-
ment.

The correctness of a given proof can be veri-
fied by a Lean verifier program. A Lean proof
example is shown in Figure 1. It starts from a
goal state “⊢ sin(π/3) + 2 ∗ cos(π/12) ∗ ∗ 2 −
cos(π/2) = sqrt(3) + 1”, representing the current
proof goal. In the row next to the “begin”, a tac-
tic “rw cos_pi_div_two” is applied to the current
goal state, meaning rewrites the term cos(π/2) to
0. In the following rows, the proof applies “have”
tactic generates a new sub-goal such as proving
cos(π/12)2 = cos(π/6)/2 + 1/2, and applies the
“ring_exp” to solving exponents equations in com-

Figure 3: The proof flow is produced by the interactive
Lean-Gym environment. The language model generates
proof steps given the formal prompts until reaches “no
goal”.

mutative (semi)rings. More details of used tactics
are given in Appendix H.

Lean-Gym (Polu et al., 2023) is an interactive
environment that allows language models to inter-
act with formal systems. As depicted in Figure 3,
we begin by acquiring the initial goal state G1 as
“⊢ sin(π/3) + 2 ∗ cos(π/12) ∗ ∗2 − cos(π/2) =
sqrt(3) + 1”. This goal state is inputted into lan-
guage model with the prompt “GOAL G1 PROOF-
STEP”. Subsequently, GPT-2 generates the corre-
sponding tactic T1 as “rw cos_pi_div_two,”. Given
the goal state and tactic, Lean-Gym outputs a new
goal state “⊢ sin(π/3)+2∗cos(π/12)∗∗ 2−0 =
sqrt(3) + 1” for language model to obtain the next
tactic. We iteratively perform this process until the
Lean-Gym returns “no goals” which indicates the
proof is complete.

4 TRIGO Dataset

In this section, we first introduce how we collect
trigonometric expression reduction problems from
“tiku”1, annotate the step-by-step reduction pro-
cesses, and transform them into Lean formal lan-
guage to create the TRIGO-real and TRIGO-web
datasets. Then we introduce how to automatically
generate data to construct the TRIGO-gen.

4.1 Problem Collection
We collect the trigonometric expression reduc-
tion problems from “tiku”, a large-scale math
problem set from textbooks and exams. Specifi-
cally, we collect problems and their answers from

1https://www.tiku.cn/
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▶ 大语言模型的评价是一个非常复杂和困难的任务，面临多种挑战
▶ 我们在大语言模型评价方面开展了一系列工作，包括：

▶ 评价方法的研究；
▶ 模型理解能力的评价；
▶ 模型生成能力的评价；
▶ 模型检索和工具调用能力的评价；
▶ 专项能力的评价。
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