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Achieving Reliable Human Assessment of Open-Domain Dialogue Systems
Tianbo Ji', Yvette Graham'*, Gareth Jones'?, Chenyang Lyu?, and Qun Liu*
'ADAPT Centre
2School of Computing, Dublin City University

3School of Computer Science and Statistics, Trinity College Dublin
“Noah’s Ark Lab. Huawei

> FFRUEIHE R G ENT AR AN, BFREFLABEFNITERAR. REAEMNZERD, A
THRGEHTARNIVAFES L TRKES N, BXMLEERWHF T, BARTEELRE,
TEBHAENER. RRE, BFHEERETERFMITE—ATERTBTSREME.

> Ak, BORFALE T —MHRAATIFESE, ERSEARE, XYXATITARKER. B
HEFISIRER, GROTEEMAFTE, BXFRBLETr=0.0969,

> AN, ATRZGENRITEEMQNSE, AXHEHET, RRANETEEBAERMSE
RANAREMROHERIEE, MENRLEIFEGETUSERSIANTE R,

> FiE—F, B () FABRENTABRENRAARILEITTHE, UEHEAHBREX
EFREHSEL, UK () AEEEMEHEFERNER. GENE, RAGKRENS, &
REPAHCREHRBGTANBHES R ERELBIFARA(ZHIER .

Ji et al., Achieving Reliable Human Assessment of Open-Domain Dialogue Systems, ACL2022 Proceedings

4 (1) total:21 M HuawEl THRRKTRe
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User interface —interact with a model Likert Statement & Continuous Rating Scale T—

[ VouTave completed conversatons wit 0 hatbots. |
You have given 1

\ Robotic: It was obvious that I was talking to a chat-
bot as opposed to another human user:

[ femcesd o il edn ot N Interesting:  The conversation with the chatbot was in-
. teresting.
R \ ) Fun:  The conversation with the chatbot was
L 4 fun/enjoyable.
Consistent:  The chatbot was consistent throughout the
conversation.

about Fluent:  The chatbot’s English was fluent and natu-
ral throughout the conversation.
Repetitive: 1 felt that the chatbot kept being repetitive
during the conversation.
Topic:  The chatbot stays on topic.

Likert Statement

e Adjectival scale labels shown to introduce
| Inp: t yping t bias
e — e Instead use Likert declarative statement
o] s e L e Workers are asked to rate agreement with
statement

Continuous Rating Scale
Reduce bias by score
standardization

Standard significance tests
to score distributions
Accurate quality control of
crowd-sourced workers

Live Dialogue Evaluation
Direct Assessment by the
user

User chosen topic —
genuinely open domain
Switch topic possible

Ji et al., Achieving Reliable Human Assessment of Open-Domain Dialogue Systems, ACL2022 Proceedings

4(2) total:21
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Quality-control Live Dialogue Evaluation The computation of system-level scores —

Deploy models that have known distinct performance levels in each Human i |
Inuslicenoe Task ¢HIh After quality control, system-level scores computed

* 5 (genuine) dialogue models and a quality-control model Scores for negative attributes reversed (i.e., robotic and repetitive)
* Quality-control model only returns a degraded random response of which a 100 - the original rating
+ The mods!arder s shufed and misile - bind human evaluaton Each worker's mean and standard deviation computed

Raw scores are then standardized according to worker’'s mean and
standard deviation to remove bias from overly harsh or lenient judges
Average standardized scores for each criteria are calculated

Given a HIT that has six models, a crowd-sourced worker is asked to take following

steps:
1. Converse with a model (at least 10 turns) « The overall score is calculated as the average of all measurement
2. Rate the quality of current conversation. criteria.

3. Repeat step 1 and 2 until all six models are rated.
Statistical significance tests are then applied score distributions of workers for the

ratings they attributed to genuine models, relative to the quality-control model.
> Any worker with p < 0.05 is retained

Ji et al., Achieving Reliable Human Assessment of Open-Domain Dialogue Systems, ACL2022 Proceedings

4 (3) total:21 @@HUAWEI Z X(R)QT;D
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Dialogue models in this experiment Conclusion

We employ following 5 models from ParlAl that are pre-
trained on the ConvAl2 dataset
* Poly-encoder Transformer

Overcome previous challenges and provide a new human evaluation
methodology that has the following advantages:
New method highly consistent with results for models correlating

« Bi-encoder Transformer atr = 0.969 in two separate data collection runs;

* Sequence to sequence « It has a highly accurate means of quality-control of crowd-sourced
+  Key-value memory network workers — first dialogue human evaluation to be scalable and
« LSTM-based repeatable while making data and code public

.

Irons out differences in scoring strategies via score standardization
It has applicability of standard significance testing while increasing
the reliability of results

.

Each model is with a persona (approximately five textual
statements), and we additionally include a version of each
of the above models without any persona, resulting in 10 If you want to use this evaluation, please let us know, we can
models. help!

Ji et al., Achieving Reliable Human Assessment of Open-Domain Dialogue Systems, ACL2022 Proceedings

4 (4) total:21 &2 HuAWEI
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DecompkEval: Evaluating Generated Texts as Unsupervised Decomposed
Question Answering

Pei Ke', Fei Huang', Fei Mi2, Yasheng Wang?, Qun Liu?, Xiaoyan Zhu', Minlie Huang'*
"The CoAI Group, DCST, Institute for Artificial Intelligence, State Key Lab of Intelligent Technology and Systems,
Beijing National Research Center for Information Science and Technology, Tsinghua University, Beijing 100084, China
*Huawei Noah’s Ark Lab, China

> BRIBSER (NLG) EFMENIFHEREREZHENMAIERE S EEK. BEmME,
REHRY RFVIEGHEEEETEBRIES ERESITGLEE TG BIRE E#HITIIZ,
XA SEMHEESEIEEMNEUE. i, HBEMNERIRHIBSMEE S —MTME
2, AREETAURRIZ Y B RIIASHEKRE.

> ATRXXLERE, FNEE T —MERMANRIERR, BADWITME (DecompEval) . izl
R BRIES ERITEIREA—MIESREEES, HAHAZEHRSHMIBNTIIZIESRE
(PLM), BEXFAITEBMWELHITIIG, SERSZLEN.

> ATEIHMEEIEERTHERYE, RIS XTERXARENESREAIRAGES
MIFRENFE-. AR, BEMINGESEEERNTEEZRNFRAEMASERIER
iR, DRGSR

> IGERFAA, 2#RITME (DecompEval) 7R TITE AR EMINEE AR IIGIEFR7A HIE
BT AT AMEE, RFERIIL TRENEERE / ESEEAZLEE N REN.

Ke et al., DecompEval: Evaluating Generated Texts as Unsupervised Decomposed Question Answering, ACL2023 Proceedings

5(1) total:21 M HuawEl THRRKTRe
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Instruction-Style QA Task Formulation
Answer the following yes/no question. — Instruction (s)
Dialogue History (c):

Speaker A: | don't watch them very
= ;

wasa
of the recent film in a park in D.C.

s this a coherent response given the __ /=5/10
history?

Question (q)

Question ition &

Question Recomposition
for i

Input Prompt (Iy)

Answer the following ... (<)
Dialogue History: .. (¢)
Response: .. (x)
Is this

Subquestion 1

(sa;)

Input Prompt (1)
Answer the following ... (s)
Dialogue History: .. (
Response: .. (x)

Subquestion
[l

¢
Is this response sentence 1..2 (sg;)

Input Prompt (1)
Answer the following .. (<)
Dialogue History: .. (¢)
Response: ... (x)
Is this response sentence 1..2 (s4;)
Yes (a;)
Is this response sentence 2...? (sq2)

N6 (a;)
Is this

flasher  will there” 2
coherent response  given  the
dialogue history?

|
Subquestion 3
(543)

[ mstruction-Tuned PLm |

[ nstruction Tuned PLm |

[ nstruction-Tuned PLM |

O
[=]

9

(=]

Answer the following .. (s)

Dialogue History: ... (c)

Response: .. (x)

Is this response sentence 1..2 (sq5)

Yes (a;)

Is this response sentence 2..2 (q)

No (az)

Is this response sentence 3..2 (5q;)

Yes (a3)

Is this a coherent response given
dialogue history?

the
Instruction-Tuned PLM

Figure 1: The overview of DecompEval. We take the evaluation of coherence in dialogue generation as an example.
Left: The input of evaluation is formulated as an instruction-style question, which contains an instruction, a tuple of
evaluation inputs, and a yes/no question about the quality of generated responses. Medium: The instruction-style
question is decomposed into subquestions according to sentences. At each step, the instruction-tuned PLM generates
an answer to the current subquestion based on the input prompt. Then, the answer becomes the constituent of the
input prompt at the next step. Right: The instruction-tuned PLM recomposes all the subquestions with their answers

to answer the original question and acquire the evaluation result.

Ke et al., DecompEval: Evaluating Generated Texts as Unsupervised Decomposed Question Answering, ACL2023 Proceedings
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PROXYQA: —fXENES ##=AHC AR gl BT HE LS

PROXYQA: An Alternative Framework for Evaluating Long-Form
Text Generation with Large Language Models

Haochen Tan*"' Zhijiang Guo*’, Zhan Shi®, Lu Xu*, Zhili Liu*° Yunlong Feng™
Xiaoguang Li*, Yasheng Wang‘, Lifeng Shang‘, Qun Liu®, Lingi Song“»
‘City University of Hong Kong *Huawei Noah’s Ark Lab °Huawei Hisilicon
UHong Kong University of Science and Technology “Harbin Institute of Technology
'City University of Hong Kong Shenzhen Research Institute

> KRENESRA (LLMs) ZEMKBERNEHEIE T EEZMI. AN, MTRECNERENRENIES
KEAERES, RERENRMOARENRLS BiHETE. B RArTE G ETERBAE, B
IBEABRZHE, Mk ROUGE 780X K BINLIEIRNY 5 AXITHIRER—H.

> EAXP, HANRHT PROXYQA X—AIFMESR, FIAFITMEKIIAER. PROXYQA B TEITAL
BORITHS RSN SR TEE, M@l EmAMeinES R ENRIBEM. KEESERMN
EFERB\RLETORERAENT. ARG, BERNIAMEAERER, BESINTEAERESRESE
EFEREXNRIZEE. PROXYQA iRIZTAEE @ E (IR B A ER I RIT A T E RA SRR E

> HAIMSIABIESHAFITTRIE, 58IFT PROXYQA (EA—MEREIFH TEMEEM. ATiFHER
A, REOBESZEAEENRRY, FESALNTHEIRESEME. ZBUREMHHTER
fEhttps://proxy-ga.com#x B .

Tan et al., PROXYQA: An Alternative Framework for Evaluating Long-Form Text Generation with Large Language Models, ACL2024 Proceedings

6(1) total:21 M HuawEl THRRKTRe



PROXYQA:

N

—Wki%

nal Evaluation

Crowdsource Eval
Gold Reference

Meta Question: Please

introduce some of the highest- TestLLm
grossing media franchises in
detail.

\ J

s N Read
Proxy Question #n:
True or False: Star Wars has been
expanded into various Read

_—

films and other media,
including television series, video
games, and comic books.

Calculate Answer \y
Solciliug AccuracT/’- N6

—e— Bard

Llama2-Chat-13B —e— New Bing

technology

history

game

music

film

economics

—e— GPT-4-Turbo

RRER AR AR P HE SR

ReAct
—e— Vicuna-1.

sports

Cs
0.4 0.5

others

Tan et al., PROXYQA: An Alternative Framework for Evaluating Long-Form Text Generation with Large Language Models, ACL2024 Proceedings

6 (2) total:21
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LFED: KiZESHREXF/ERIBFITNEIESE

LFED: A Literary Fiction Evaluation Dataset for Large Language
Models

Linhao Yu!, Qun Liu?, Deyi Xiong'*
College of Intelligence and Computing, Tianjin University, Tianjin, China
2Huawei Noah's Ark Lab

> KREGEEERE (LLMs) MRELRESELENSNMEENH R ITESETME. £AXP,
HAMRE T LFED, BN/ NRITMEEESE, EETMARIESREEKENIERSHESE
BYBE

> HAMET 95 BREAR P OMER S EIFER P ICACF N, XLENGERE T LML LSRR
EEEHE. RINEXT—MNEE 8 Mo AHMEmE S EE, eSS 1304 MNajm. ik,
BAVEHITTIRND, UBELENRNSFERMYE (QNRER, AYHE. HREHS)
IR ABIE SRR AR

> B ERESMERLHMARESRERIT-RIIXE, RINERTXERBEFTYURESF
INFEAEEHE B EIGE RS AP, ChatGPT AZEHAIRE THEMRENA 57.08%. 1%
IR I A https://github.com/tjunlp-lab/LFED.git_E A Frig it .

Yu et al., LFED: A Literary Fiction Evaluation Dataset for Large Language Models, LREC-COLING2024 Proceedings

7 (1) total:21 M HuawEl THRRKTRe



LFED: KiZESHREXF/ERIBFITNEIESE

Agreement x

Q- Agreement. .
= v Filtering —
]
1. Collecting 2. Creating 3. Annotating 4. Experts Checking 5. Penultimate Dataset 6. Final Dataset
Literary Fictions Questions Questions
Q. Category Description Example
Character Relationships between two Regarding the fiction “The Return of the
Anayy o, relationships characters, such as master and  Condor Heroes” , who is Yang Guo's favorite
) “t,, %, apprentice, lovers, and so on. master?
i NG A. Little Dragon girl B. Huang Rong C. Guo
9 N Jing D. Master Jin Lun
3. \\,@‘:\: 5% Characterization The emotional transformation Regarding the novel “Pride and Prejudice” ,
§§ Vs 2 and personality change of a what are the character traits of Mr. Darcy?
g8 < | & character in the story. A. He is arrogant B. He is ruthless C. He is
g About literary » & g o
3 g style? H 7 cold D. He is kind
[ §
= % > o oy ] . Literary style The literary style , e.g., Regarding the fiction “White Night Walk”
1% % Contipipgene®™ F :E y | . o~
2% %, Ry & & S wFF expository, narrative. what is the genre of the fiction?
! ¢ o G 4 j ~ & 45 A. Fantasy novel B. Fairy novel C. Mystery
! 2 & novel D. Historical novel
Be o) S
g’f.,f: o/"&“ ,"""'vem.w f & Role behavior The connections between the Regarding the novel “The Kite Runner” , why
N ‘g S ‘-}é‘“ role and his/her behavior, did Amir win the championship in a kite

7
T orevens?

g
lion prog

including the reasons for the
role to do the behavior and so
on.

competition in 1975?

A. In order to get the championship prize B.
To stand out in front of friends C. To win
the favor of my father D. To win a bet

Yu et al., LFED: A Literary Fiction Evaluation Dataset for Large Language Models, LREC-COLING2024 Proceedings

7(2) total:21
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TGEA2.0: 1B SR BIN A i B IR T BIR & AT ¥R
TGEA 2.0: A Large-Scale Diagnostically Annotated

Dataset with Benchmark Tasks for Text Generation of
Pretrained Language Models

Huibin Ge] Xiaohu Zhao{ Chuang Liu]
Yulong Zeng} Qun Liu§ and Deyi Xiong"
T College of Intelligence and Computing, Tianjin University, Tianjin, China
$Huawei Noah’s Ark Lab. Hong Kong. China
> ATHNGESIER (PLMs) EXASRF AR NHEITISWME SIS, HAMRE T TGEA
2.0, ERESAIETMINGESREE RN B LAEENRARIEESE, WEMSENREMERER
EHHHBMEAIE AR
> FHAIM 3 NMUEEY 600 AZRBREBRIFWET 17 ANE1EM, RIEMMTTFHRR. BXLRRIANE 4
MERRTNEESER D, FRACNNREMRDRIEREREE. AXLEE R ERTE TR 195,629
MIFHITALARE, Rl 36,000 MERATF, EML 42,000 MERFER, FHEEN—IER
BiRDEBRTEXPEIRER G, HNABMERFBREXNT - s/EREXIEE (MISEW), ERX
BERR ML SENRAAXANIAL, EREEEIRY T AUEIRIKIE.
> EEMIEIEZAFE, BEBLTREMRIREEREITRERS. FATEESEEENERES,
BARE T 5 TUSHIEEES (AMERIAEN . MISEW 2B, $##iRF B EMSHIEUREIRERI532)
N2 MRIBEMEAEES (RXTEERMBRTND . XL EESZHLINERKEA, TGEA2.0 2—1EF
BREMRBIESE, ERMTE -SRI INR I AN BN ARIRERS AR ZBIEET
fEhttps://github.com/tjunlp-lab/TGEA/A FF 3R EX »

Ge et al., TGEA 2.0: A Large-Scale Diagnostically Annotated Dataset with Benchmark Tasks for Text Generation of Pretrained Language Models, NeurlPS2022

8 total: 21 M HuawEl FN3RTRs



Dataset creation overview

Text Prompt: Epfn

o
generate

HAR I 12 2 DVE LT REBRILTE RSB E .
Japanese archery players won the championship in women's
shot put competition.

l/ (U Erroneous Text Detection

Correct g Incorrect

¥
¥
{

9 total: 21

LA
Category mismatch

@) Error type Classmcat\on) v (5 Rational Generation | BRI AFASIAL.

Shot put and archery are
Je it R e

(2) Erroneous And| Associated Span
Detection

FAHY 4 6538 8) B Lo ik L
FhREE.

Japanese archery players won the
championship in women's shol put
competition.

(3 Error correction

HAHHERIZE) BAE L PR
FEHPAPEE.

Japanese shot putters won the
championship in women's shot put
compelition.

2 HUAWEI




Error type distribution




Error Taxonomy - Overview

11 (1) total: 21

Tevel-1 Error Type

Tevel-2 Error Type

Example

Inappropriate
Combination

Subject-Predicate

FTH, %0 BN AR CBEFDL ~ RA B~ (RENER) ~ UNMNET) ~ UF
/J\g/‘{k%& ) IEFE

At present, the city’s ggg/el\s [drama] 1 am a Party member and This is My League Member, Little Old

Predicate-Object

Man Like Me Lmle Teacher, A Little Farm Boy are on stage.
Z T

TR, RETARERRL TR ARG, D -

As ahost, I \Mll take you to experience the feel [almosphere] shown from the theme of the competi-
tion.

Subject-Object

TIETIRREL (ST AT FK, REWBTCARBIAT, RLietu i [ AT -
The players [task] of women’s football team is a ball, and playing the ball well is their biggest
capitals.

Modifier

T, BB e TR B (T

On the other hand, coal enterprises are facing the iction [problem] of coal mine safety.

Function Word

TR, 308 (WATH S RO PR e | H O S AR I3t
Therel'ore,b) [because of] my own fault, T took my own responsibility.

Misssing

Table 7: Examples of level-2 error types in TGEA. Underwaved words are erroneous words while underlined
words are associated words. Words in ”[]” are corrections to erroneous words.

TRESERE, [ERICAE T TR

Subject
When he returned to the workshop, _ [the place] had been a marked change

Predioate R T A AN TP RS, TR (e -
We had a chance to equalise at the inning, but we didn’t _\/[Caughl] chance.

Object = BRI R JE R 2 OO RO TR _[SCHAT-

1. Persisting in emancipating the mind, changing ideas and promoting socialist material civilization
and spiritual__ [civilization].

Modifier RN T, AT IE5,_KFA T H AR PR T B E I e ] -

The establishment of Buffalo Research Cenler in China is conducive to enhance the adaptability [of
buffalo] to natural conditions and artificial environment.

Function Word

WELT [ E REE Z 3 e 5, JT KT 2 o TS bR PN 2 2 -
His son won champion_[in] the last Olympic Games and won the gold medal in the World Champi-
onship Cup that year.

&2 HuAawE!
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Error Taxonomy - Overview

11 (2) total: 21

Level-1 Error Type Level-2 Error Type Example
Subject (-SSP TR T, TLILRSMRRITN, W EREEHFLRTE AR 1 -
However, some foreign banks. especially foreign banks{], still have many misunderstandings or prej-
udices about the development of China’s private economy.
Predicate XHEREPTH R ONRCE TR AREERCF -
Redundancy This is also the common voice of all those who care about([] care about children’s growth
Object N FROTEFRE LR - A | BRI R kB h ) L2, R ENRRRE |
i
At the same time, the school also carries out colorful and beneficial social practice activities, social
practice[] to enrich their after-school life.
Modifier ENTHI B R CE, T AT R NE A TR -
Their fur is so shiny that we can see with naked eyes hardly].
Function Word ERCEHE AT ORI — T ERRN, FE R F SR
B -
He was forced into a police station in the center of the city, then(] he was taken to the police station,
where he was intimidated by handcuffs and police dogs.
Discourse Coreferenc TR E R E R I THE R BE A AT o 1) - TE Rl 1 R 2R 1LRY . RE AR
Error ‘oreference e =
It was painful for her when the marriage got worse. But when ihf\,“” changed, she had to adjust.

Table 7: Examples of level-2 error types in TGEA. Underwaved words are erroneous words while underlined

words are associated words. Words in ”’[]” are corrections to erroneous words.

&2 HuAawE!
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Error Taxonomy - Overview

11 (3) total: 21

Level-1 Error Type | Level-2 Error Type | _Example
Space Tl FEWEEE AR (A, R AR, TR A TEE A O -
He said that China and the United States are close nei [friends] with good relations and creative
Time KX DT EIECHHAR], A KT i 1 2 PAE A T T A i 7
During the National Day [New Year’s Day] holiday, how will major auto dealers greet the new year?
Number MIZEATr, RATE - FRRBA T~ TR EWe - g REANg RIBUR )9 | B i ERAIS (615
‘Commonsense -
Error In April, Sinopec, China Bank, Vanke, SAIC. G Changan and G Tianwei became the most
active 5 [6] stocks.
Motivation TH, FERE PR, NI R CIE sk LIE (RBIPA T . MR m &, o |

MREILK -
Recently, Lao Lis stomach ache is unbearable. He has been working [resting] for two consecutive
days to reat his iliness, and his llness is very serious. He has been lying down for several days.

Emotional Reactions

TR TR R R TR E, RBCXEARE, Bl R Uk

We are very sorry [pleased] that the school has taken these measures to ensure the safety of students,

teachers, and other staff.

T BT AMNRRER)., FEAENZROFARRENARZAZ —-

Causation
Itis reported that Zigi is one of the few famous artists that are difficult to invite in China because of
his low [high] value.

o T (T ] TR T AT, R e Al DR B JE e 1 T ROR -

axonomy =
Soy sauce [Peanut Oil] is a kind of vegetable oil, which has a very good moisturizing effect on the
skin after eatmg
B! i3]
Behaviors ki R

%), LKA TN rﬁlxm»nummw

In the near future, we will work with Russia, China [France] and other countries to further promote

this series of actions to ease people’s concerns about the threat of terrorism, a Chinese official said.

Table 7: Examples of level-2 error types in TGEA. Underwaved words are erroneous words while underlined

words are associated words. Words in ”[]” are corrections to erroneous words.
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TGEAv2 Benchmark Tasks

Erroneous Text Detection
MiSEW Detection

Erroneous Span Detection
Error Type Classification

Error Correction

PLM Generation Enhancement

12 total: 21
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MISEW detection: An Example

13 total:21

Step1: Erroneous text detection

Incorrect
Step2: Erroneous span detection
TZRIB2015F T FEEIRFAIRAY 18 B AR AE B BITENH R IF
BEAAFINBBEET I ABRBEFBBRZ TR Y ),
The school printed out the list of 18 undergraduates who were with-
drawn in the second half of 2015, (The remaining 11 resigned due to
the dissatisfaction with the school being withdrawn).
Step3: Error Correction
TZRIB20155F T FFRFAIRMY I8 B AR AE R BITEN D R, 3F
BHAIATNBELFTIABFHHIE L IR H1).
The school printed out the list of 18 undergraduates who were with-
drawn in the second half of 2015, (The remaining 3 file a grievance
due to the dissatisfaction with being withdrawn).

SN

Step4: MiSEW detection
IBR ISAFTI Rifh FRBRYE AR RE H0

18 15 remaining 11 dissatisfaction with  undergraduates
the school being resigned
with-drawn

Step5: Erroneous type classification

BIAER-BFHER BASR-RESR BRERTAHER
Commonsense Error  Redundancy Commonsense Error
-Number -Object -Behaviors
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Chinese WPLC: #3018 S 2R S B g SN 1845

Chinese WPLC: A Chinese Dataset for Evaluating Pretrained Language
Models on Word Prediction Given Long-Range Context

Huibin Ge', Chenxi Sun', Deyi Xiong!, and Qun Liu®
T College of Intelligence and Computing, Tianjin University, Tianjin, China
§ Huawei Noah’s Ark Lab, Hong Kong, China

> ARET—NhHEE, BT EERIGIES RREESEKE ETXER THRIEFN G
71 (R3CKET ERICEIRTFM, Chinese WPLC) .

> FA1E TP RE T BRI F R FIN LIRS, LARRMEBIE 69000 FB/\ USRI SCEL B Y
B8R REEMBHE S BRR RN FEERNKE LTS A se1 T &k,

> BIFRESTER, BFEENEREE T NEBRIRAZNBENERIBEFSMIBL. Ri1EE
2|, B8RS KM ETXZEAMNES<AZSNESHMY, SIFIELCEE. RXIE. #iEmnE
BE,

> SLIRCERFTEA, PFNZIESERPangu-a (Zeng etal, 2021) FEEIRFUNERESEEA
KX 45 MNETR, XEREP KN ETXRIETNERER— ARSI BIESE. 128
& & A #Ehttps://git.openi.org.cn/PCL-Platform.Intelligence/Chinese. WPLC/AFF 3% B,

Ge et al., Chinese WPLC: A Chinese Dataset for Evaluating Pretrained Language Models on Word Prediction Given Long-Range Context, EMNLP2021 Proceedings

14 total:21 S Huawer RRERs



FollowBench: KiESIRE % RRMALE S EBIREEMINE
FollowBench: A Multi-level Fine-grained Constraints Following
Benchmark for Large Language Models

Yuxin Jiang'2; Yufei Wang®, Xingshan Zeng®, Wanjun Zhong?, Liangyou Li?,
Fei Mi°, Lifeng Shang?, Xin Jiang®, Qun Liu®, Wei Wang'?

> MNFAREEFEFRE (LLMs) ME, BEESHENNTLESHNIHAIPHRAZEXEE.
MAMEENREZMNEF I THERNNNRE, MARITAMNREBEERESFAMENY
REH. ATHEAAX—ARTH, EAXH, HKIHRLT FollowBench, — M3 ABIESIR
B % R R E L FROE B R R EENR .

> FollowBench £Ei#zE 7 AMAEXRE (BIAE. 1R, Kig. BRFRG) HERELR,
AT BN FAEEE THARBEFERHTERITE, BOSINT—MHZERNEH, NESH
BN RR LRV S B RMENARENS. ATITFHARIESEENNERTREE—
BMPARES, BIMEVLAARETREREREXNREESRE, AEERHEM
HFMRES.

> BT 7E FollowBench £} 13 #FIEMAFERRITABIBS HRBEHAITIFMGE, RMNOETAEE
ERAEEEESHENSES, HARKRNWI(ERY THEENSE. HXBEMNAER
#Ehttps://github.com/YJiangcm/FollowBench A FF 3% EX.

Jiang et al., FollowBench: A Multi-level Fine-grained Constraints Following Benchmark for Large Language Models, ACL2024 Proceedings

15 (1) total: 21 M HuawEl THRRKTRe



FollowBench: KiIEESHEEZEXMEHEIESEFREEMNNE

(@) +Example 1am interested in Tang Dynasty. In Shakespeare's tone,
recommend me ten relevant Chinese books. Use bullet
point in your answer. Please response based on the
examples: ---

@ +Format | am interested in Tang Dynasty. In Shakespeare's tone,
recommend me ten relevant Chinese books. Use bullet

point in your answer.

@ +Style 1 am interested in Tang Dynasty. In Shakespeare's tone,
recommend me ten relevant Chinese books.

(@) +situation Lam interested in Tang Dynasty. me ten
relevant Chinese books.

(@) +content  Recommend me ten Chinese books.

ﬁ Recommend me ten books.

oo o o

» 000 ©

S INITIAL 5 films to me.

E LEVEL 1 | Recommend me 5 Chinese films,

8 LEVEL 2 | Recommend me 5 Chinese films released before 1990.

5 INITIAL | How can | increase my productivity while working from home?

E LEVEL 1 | Since the pandemic began, I've been working remotely. How can | increase my productivity while working from home?

g LEVEL 2 | have a_small child at h(_)me. Since the pandemic began, I've been working remotely. How can | increase my

[z productivity while working from home?

INITIAL | How did US states get their names?

E LEVEL 1 | How did US states get their names? Please respond in the writing style of Shakespeare.

E LEVEL 2 How di_d US states get their names? Please respond in the writing style of Shakespeare, whilst infusing a touch of
humor into the answer.

(= | INITIAL | Why can | see the moon during the day?

S {"LEVEL 1 | Why can I see the moon during the day? Answer in a table format with columns “Reason” and “Explanation’”.

§ LEVEL 2 Why can I see the moon during the day? /\x\swcr in a table format with columns “Reason™ and “Explanation”. Each
explanation should not exceed 20 words in length.
question_template_1.format(example_1) + answer_template_1.format(example_1)

| LeveLs qu:eslion_templale_l.formal(examplz_Z) +answer_template_1.format(example_2)

g quéslion_template_‘ y)

§ question_template_1.format(example_1) + answer_template_1.format(example_1)

Wl eveL? question_template_2.format(example_2) + answer_template_2.format(example_2)

question_template_1.format(query)

Jiang et al., FollowBench: A Multi-level Fine-grained Constraints Following Benchmark for Large Language Models, ACL2024 Proceedings
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MALE: —ABTFXREESHANSEEH. SHEE. $E5. STIKTATHEE

M*LE: A Multi-Ability Multi-Range Multi-Task Multi-Domain
Long-Context Evaluation Benchmark for Large Language Models
Wai-Chung Kwan"**, Xingshan Zeng?, Yufei Wang?, Yusen Sun?, Liangyou Li?,Yuxin Jiang®
Lifeng Shang?, Qun Liu?, Kam-Fai Wong'*
1The Chinese University of Hong Kong 2Huawei Noah’s Ark Lab
3The Hong Kong University of Science and Technology
“MoE Key Laboratory of High Confidence Software Technologies

> LEBRKFIIERARBESEZRE (LLMs) —MEZHLENHE. AW, ITEEMNSEKCRIERNE
NR—kE.

> AXMAAT MALE, —MRATRIXABRITENSEN, SEE, ZES. STHEEUR. ERET 36
PTERIESLIE (NLP) BURE, B 11 fESREM 12 20, BHT - 2EMNLTE.

> ATHRRRZABEAKFINHENESX—BR, RAURE T —MBzx5%, BEFIHESERIKFT]
HF. FEGRAENRBRENDSEITEARES RENKIABENER: BT EMRIEURRIHKIK
BREPANKSMEXFERNER, URNEFIERNER. XM B AERNEBUERAKEN
1000 % 8000 #1451 53 FAISEH.

> HA 1 AEBHARBIESRAFITIEERL: 1) YA ARESRAAERKIAEESAFER
M, LERYESTESHEIE AN, 2) MTRNBENABIESHEARY, BEXREENEE. 3) &
BRXA @I ERERTROIBNRE, Hitse SALERNTKRRMAER G EEREITHIFREEY.

Kwan et al., M4LE: A Multi-Ability Multi-Range Multi-Task Multi-Domain Long-Context Evaluation Benchmark for Large Language Models, ACL2024 Proceedings

16 total: 21 M HuawEl FN3RTRs
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v = N A S S
HMABESHRAUENSSEFERMIR T2E TEF B FRNEEMNL

Planning, Creation, Usage: Benchmarking LLMs for Comprehensive

Tool Utilization in Real-World Complex Scenarios
Shijue Huang'®* Wanjun Zhong®" Jiangiao Lu* Qi Zhu® Jiahui Gao® Weiwen Liu®
Yutai Hou® Xingshan Zeng® Yasheng Wang® Lifeng Shang® Xin Jiang®
Ruifeng Xu"?°'Qun Liu®
'Harbin Institute of Technology, Shenzhen, China 2Peng Cheng Laboratory, Shenzhen, China
3Huawei Technologies Co., Ltd “The University of Hong Kong
®Guangdong Provincial Key Laboratory of Novel Security Intelligence Technologies

> EHAZEDISC AN A PIEARIESER (LLMs) BETARIEMEEOE T HENFHITEEmITHAOLE
%, THERESRAK. SIEMERATENERFES. A, HENEENKEENETHANERE
i, TERBIISSHRNE S, FitETETEMNBAmRRONEER.

> AR —EIRE, BHAPESR T UltraTool, X2—METEIEENK, SERAHTEAEIESRAEMTTH
AAFPFATEREES. UltraTool BETHEATEMNENTE— MK, BIRZNSENATERES.
ERIBIMSSERMNERY, ERFITERNSSEAXUAGHRRGE.

> UltraTool K—/N K45 MR EXER BRI S HITNRI MM, IMITEEER TR AT, @il
MR EPESBRECESERRIE. Bk, SUENTERR, BiERTEX TEERMRE.

> BT EHAEIESHERMITAERN, R AEEARIESEAE TENASENENEG THIEE,
T AR MR A REVSUS SRR T H B A . 1ZE NS BT ZEhttps //github.com/JoeYing1019/UltraTool 22
FFIRER.

Huang et al., Planning, Creation, Usage: Benchmarking LLMs for Comprehensive Tool Utilization in Real-World Complex Scenarios, ACL2024 Findings

17 total:21 S Huawer RRERs



MRS MR N E RIS RS EE T

Evaluating Robustness of Generative Search Engine on
Adversarial Factoid Questions

Xuming Hu', Xiaochuan Li**, Junzhe Chen?, Yinghui Li?, Yangning Li?, Xiaoguang Li?,
Yasheng Wang®, Qun Liu?, Lijie Wen>', Philip S. Yu*, Zhijiang Guo*’
'HKUST(GZ), *Tsinghua University, *Huawei Noah’s Ark Lab, “University of Illinois at Chicago
xuminghu97@gmail.com

> ERRBRSIEFARMTEANEN LREESRNAR, BHEETAREESER (LLMs) B
ERRERSIERERMEIZTRATBR2ERN. AW, RREEXERMETREHFEHN
1BiE, EAKEE T sESETITW IR IRRAR i H S KRR IR AN RS .

> Ak, FAMBNENSSESAEAESE TEHERR RS EnREYE, EXMBEET, K&
HENEEHARGIHONOR, ik EEIRER LUFEERE IR EE,

> B EAERRIERSE (ML EPIXR, PerplexityAl FIGEEIR) &3 RIS AHITLEN
AT, HAVEAT M MMEXROBEFSLEREESEMNBERE. ki, SKERBRE
HARBIESREMEL, REREERERESH EUEILMHEIR,

> XELHOMETXERGBENRERNG, HRIETEDRSZAHTEEIEENLES. ]
HMENHIBEFRIL AL TRUEIREL: https:/github.com/HKUSTGZNLP/Adversarial-Attack.

Hu et al., Evaluating Robustness of Generative Search Engine on Adversarial Factoid Questions, ACL2024 Findings

18 (1) total:21 Y2 HUAWEI YRRk R
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MultiHop Extension

attack sentence | (114 63 arena, .

A T s

&l

Facts Exaggeration

The 02 Arena, commonly known

multi-purpose indoor aren, and in 2008 it was the
world's busiest music arena hosting a millon
oncerts

The original sentence:
ttack sentence] (" The 02 Aven, commonly known as The 02, s a

as The 02, is a multi-purpose
indoor arena, and in 2008 it was
Filtereq | the world's busiest musicarena. | aeeoci

“This i  fctional exaggerated number

The statement that . is correct. However, the,

Semantic Replacement + laim that it hosted a milion concerts i tha year
isan exaggeration

[ ) ((mecaers s es o

02 s not owned by the Italian multinational
company Telefénica. 02 was a subsidiary of
Telefénica, a multinational company based in
Spain, not Italy.

Yes, that's correct..., it was renamed The 02
Arena in 2005 when telecommunications
‘company 02, a subsidiary of the multinational
talian company ...

din 2008 it was 1n2008,
the worlds busiest music arena. indieed one of the world's usiest music arenas, hosting Q

The information you provided is not accurate. In Temporal Modification

usiest indoor arenas multi-purpose indoor arena, and before Barack

2
Youare correct! The 02 was indeed the world's busiest musicarena
busiest music arena in 2008, and it i also a multi-

CEE= 5 wrong Answer

The part about " before Barack Obama's election as
President of the United States " needs clarification
Barack Obama was elected President in November
2008. The 02 Arena, since its reopening in 2007

Distraction Injection

The 02 Arena, The 02, s
mul e indoor arena, and in ten years.
e 2000 r was he worlds st music
arena.

v The statement is generally accurate but slightly
imprecise n its phrasing ... it's more precise to
attribute this status to a subset of those years,
particularly starting a few years after 2000,

Correct Answer \_around 2008 onwar

‘The claim that The 02 was the world's busiest
‘music arena in the decade following

aceurate. 1t hos consistently hosted a wide
range of events

The 02 Arena, commonly known as The 02, is
2 multi-purpose indoor arena located in the 7
auiet suburbs of London, and in 2008 it was Yes, you re absolutelyrght. The 02 Arens was

the world's busiest music arena indieed one of the world's busiest music arenas

Wrong Answer
Error: It should be located in southeast London

Facts Reversal

The statement about The 02 Arena being
located in the “quiet suburbs of London” is
not accurate. The 02 Arena, commonly known
a5 The 02, s actually located on th
Greenwich Peninsula in Southeast London

What was the world's busiest music arenain
2008 and s also a multi-purpose indoor arena?

‘The 02 Arena was the busiest music arena
in 2008 and is also amulti-purpose ..

In 2008, the world's busiest music arena that is
als0 a mult-purpose indoor arena was Madison

Il

Correct Answer|

Your statement i true. n 2008, The 02 arena
was the world's busiest music arena. It has
hosted numerous high-profile events and
concets...(did not mention the location)

York City, USA.

Wrong Answer

Hu et al., Evaluating Robustness of Generative Search Engine on Adversarial Factoid Questions, ACL2024 Findings
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TRIGO: $XERNIESREN=ARB AN EEER

TRIGO: Benchmarking Formal Mathematical Proof Reduction for
Generative Language Models
Jing Xiong'; Jianhao Shen?; Ye Yuan?, Haiming Wang®, Yichun Yin,
Zhengying Liu®, Lin Li°, Zhijiang Guo®, Qingxing Cao', Yinya Huang'’,
Chuanyang Zheng®, Xiaodan Liang'! Ming Zhang?] Qun Liu®
!Shenzhen Campus of Sun Yat-Sen University 2Peking University
3The Chinese University of Hong Kong *City University of Hong Kong
Sun Yat-Sen University “Huawei Noah’s Ark Lab

> BEERIE (ATP) ERMARFRIEMARBRIINERIES REMIRE NN — ARSI HHSuE. &
i, HETE ATP 2ENXEZMNETHSHEE, ROPENERKFHAHIRNIER.

> EXTIES, HANRHT TRIGO, X2— ATP EAMR, ERNERERBETESIERRULE =
ARHREN, MATSITEERNBESER (M) HAORKBIREEAUREFTHFIUHITERE, 54EH
ESE sy 2: b

> TR LS = AERHFAARENERR, FotREHEdiz, HGEEER Lean KXIES RS-
RiE, BONMREIHADENEREL R THEE. 15, JNET Lean-Gym AL T—1TBEEIE
R, BTURAESTRMEMSHHREEREKS, WESESTREEIERE

> HAASHSTHRAR, HABRHEH TRIGO MEIE GPT-4 ZEARIS#E RINIE S REAM T HAIPLAL,
GPT-4 REAXEFFEM N ERIERIES HIE EHITHINEGH, F A TRIGO AMRERNIESREEL X
BB FHIEA S ENEE RS T - TR,

Xiong et al., TRIGO: Benchmarking Formal Mathematical Proof Reduction for Generative Language Models, EMNLP2023 Proceedings
19 (1) total:21 M HuawEl THRRKTRe



TRIGO: $XERNIESREN=ARB AN EEER

lemma trigo_example :
sin(pi/3)+2*cos (pi/12) **2-cos (pi/2)=sqrt (3) +1:=

Gi GOAL -sin(r/3)+2* cos (x/12) ** 2-cos (n/2) = sar 3+1

PROOFSTEP

T,
rw cos_pi_div_two,

. !
17’ GOAL Fsin (n/3)+2 * cos (n/12) ** 2-0 = sqrt 3+ 1 PROOFSTEP

Trigonometric expression Lean Formalization

sin(2) + 2c0s? (25) - cos (D) = V341

lemma trigo_example :
sin (pi/3) +2*cos (pi/12) **2-cos (pi/2) =sqrt (3) +1
begin
rw cos_pi_div_two,
rw sin_pi_div_three,
have : cos(pi/12)**2=cos(pi/6)/2 + 1/2,

asin(§)+Zcosz (%) =V3+1

aﬁnmz(l):\/gn { rw sin_pi_div_three, o
2 12 have : cos(pi/6)=cos(2*(pi/12)),
el 1 { Gy G . “2.0= Fs
a—+2m’(2-5)=\ﬁ+l apply congr_arg, e OAL Fsqrt3/2+2 % cos(n/12)** 2-0=sqrt 3 + 1 PROOFSTEP
2 6 ring,
Ye
REI 1 rw this,
o7 +2(zras(g)rg) -3+ EAEsaN T
i G '““9' field_simp, | l
¢?+Z(E'T+E) V3+1 = A0y
rw cos_pi_div_six, GOAL this: cos (r/12) ** 2= cos (r/6) / 2+ 1/2
QED. norm_num, I—‘-’- b3 (ze202)92" (a3 242°2) 2= a3+ 1) 2224 2)
field_simp, STE
ring_exp, ring_exp, e
end
1
NO GOALS

Language Model
Xiong et al., TRIGO: Benchmarking Formal Mathematical Proof Reduction for Generative Language Models, EMNLP2023 Proceedings
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> KIESRENTNEZE—NIEESERMEENES, HieSiPHk
> RINAEXEFESHEETNAEART —RIIITIE, 813:

> NIRRT

> REERREESIHITN ;

> REVE RREENIBITEN S

> RENG R T 2 A EENHITEN;

> EURENIHIVFN .

20 total: 21 M HuawEl FN3RTRs
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